But the series $\sum (m + 1)x^m$ converges for $|x| < 1$, therefore $\ell_\infty$ is finite.

**Corollary 3.1.** A necessary and sufficient condition for the process to be divergent is that $\ell_\infty$ shall be finite.

The result of (1.1) follows immediately.

**Corollary 3.2.** For a birth and death process with no lower absorbing barrier $P(t_\infty < \infty)$ is either zero or 1.

**Proof.** If $\ell_\infty$ is finite then, from Theorem 2, we have for all $t > \ell_\infty$

$$P(t_\infty > t) \leq \frac{\ell_\infty}{t}$$

But $(\ell_\infty/t) \to 0$ as $t \to \infty$ so that

$$\lim_{t \to \infty} P(t_\infty < t) = 1, \quad \text{or equivalently} \quad \lim_{t \to \infty} \sum_n p_n(t) = 0.$$  

It follows immediately from Theorem 3 that, if $P(t_\infty < \infty)$ is not zero, then $\ell_\infty$ is finite, so that the probability must be 1.
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1. **Summary.** The invariance method is applied to a regression problem for which the "errors" have a rectangular distribution. The invariance method can also be applied to produce good estimates for the regression problem when the "errors" form a sample from any fixed distribution.
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2. Introduction. The invariance method is discussed in, for example, Blackwell and Girshick [1]. We summarize briefly its form for estimation. Let \( \theta \) be a parameter that indexes the probability distributions and let there be a group of transformations \( s \) on the sample space that leaves the class of probability distributions unchanged. Suppose that the group of transformations is such that any of the probability distributions can be transformed into any other. This implies that the risk function for any invariant procedure is constant valued. Let \( m(x) \) label the invariant subsets on the sample space for \( x \). If \( s^* \) is the transformation on the parameter space corresponding to the transformation on the sample space, then it is easily seen that minimum risk estimator \( f(x) \) may be found from any invariant estimator \( f_0(x) \) by finding a transformation \( s^*_m \) for each \( m \) such that

\[
E_{\theta_0}\{W(s^*_m f_0(x), \theta_0) \mid m(x) = m\}
\]

is minimized for any fixed \( \theta_0 \) where \( W(f, \theta) \) is an invariant loss function and \( f(x) = s^*_m f_0(x) \).

3. A regression problem. This problem was suggested by Prof. E. G. Olds. Let \( Y_1, \ldots, Y_n \) be real valued random variables with the following structure:

\[
Y_i = \sum_1^r \beta_j x_{ij} + U_i,
\]

where \( U_1, \ldots, U_n \) are independent random variables and each is uniformly distributed with mean 0 and known range \( \delta \). In vector notation we have \( \mathbf{Y} = \sum \beta_j \mathbf{x}_j + \mathbf{U} \). The \( x_{ij} \) are given numbers and the \( \beta_j \) are known regression coefficients. The problem is to obtain good estimates of the regression coefficients. In this section we find invariant estimators with minimum variances.

To simplify the notation we consider the case having \( r = 2 \) and

\[
Y_i = \alpha + \beta x_i + U_i, \quad (1)
\]

where the \( x_i \) have been adjusted so that \( \sum x_i = 0 \). Let the loss function for an estimate \( (f, g) \) of \( (\alpha, \beta) \) be a weighted sum of the squared errors:

\[
W(f, g; \alpha, \beta) = p(f - \alpha)^2 + q(g - \beta)^2 \quad 0 \leq p, q. \quad (2)
\]

As a class of transformations consider

\[
\{y'_i = y_i + a + bx_i (i = 1, \ldots, n) \mid (a, b) \in \mathbb{R}^2\}. \quad (3)
\]

It is straightforward to see that this class of transformations is an invariant class. Also the induced group of transformations on the parameter space is easily seen to be

\[
\{\alpha' = \alpha + a, \beta' = \beta + b \mid (a, b) \in \mathbb{R}^2\}. \quad (4)
\]

Any \( (\alpha, \beta) \in \mathbb{R}^2 \) can be transformed into any other point \( (\alpha', \beta') \in \mathbb{R}^2 \); hence the group leaves no set invariant. Now, restricting ourselves to invariant estimators, we find that an estimator \( (f(y), g(y)) \) for \( (\alpha, \beta) \) has the value

\[
(f(y) + a, g(y) + b) \quad (5)
\]
at the point
\[ (y_1^0, \cdots, y_n^0) + a(1, \cdots, 1) + b(x_1, \cdots, x_n). \]

For convenience in describing (6) we introduce new coordinates in \( \mathbb{R}^n \), say \( w_1, \cdots, w_n \), using \( (1, \cdots, 1) \) and \( (x_1, \cdots, x_n) \) as the unit points for the first two coordinates \( w_1, w_2 \) and any \( (n-2) \) orthogonal vectors for the remaining coordinates. Then letting \( f^*, g^* \) be the functions \( f, g \) expressed in terms of the new coordinates, we obtain from (6):

\begin{align*}
\mathcal{f}^*(a, b, w_1, \cdots, w_n) &= a + f^*(0, 0, w_2, \cdots, w_n), \\
\mathcal{g}^*(a, b, w_1, \cdots, w_n) &= b + g^*(0, 0, w_2, \cdots, w_n).
\end{align*}

(7)

We need minimize the risk only for a single parameter value, say \( \alpha = 0, \beta = 0 \), and it will be uniformly minimized. The risk when \( \alpha = 0, \beta = 0 \) is

\[
k \int_C [p(a + f^*(0, 0, w_2, \cdots, w_n))^2 \\
+ q(b + g^*(0, 0, w_2, \cdots, w_n))^2] \, da \, db \, dw_2, \cdots, dw_n
\]

(8)

\[
= kp \int_C [a + f^*(0, 0, w_2, \cdots, w_n))^2 \, da \, db \, dw_2, \cdots, dw_n
\]

\[
+ kp \int_C [b + g^*(0, 0, w_2, \cdots, w_n))^2 \, da \, db \, dw_2, \cdots, dw_n,
\]

where \( k \) is the constant value of the Jacobian from \( y_1, \cdots, y_n \) to \( w, \cdots, w \) and \( C \) is the set of values of \( (a, b, w_2, \cdots, w_n) \) corresponding to the "cube" \([-\delta/2, \delta/2]^n\) in the coordinates \( y_1, \cdots, y_n \). It is easily seen that the values for \( f^*(0, 0, w_2, \cdots, w_n)g^*(0, 0, w_2, \cdots, w_n) \) which minimize the risk are such that \([-f^*(0, 0, w_2, \cdots, w_n), -g^*(0, 0, w_2, \cdots, w_n)]\) is the center of gravity of the set

\[
C(w_2, \cdots, w_n) = \{(a, b) \mid (a, b, w_2, \cdots, w_n) \in C\},
\]

the \( w_2, \cdots, w_n \) section of \( C \). This choice of \( f^*, g^* \) produces the minimum risk invariant estimate for \( \alpha, \beta \).

The determination of the values of the functions \( f^*(0, 0, w_2, \cdots, w_n), g^*(0, 0, w_2, \cdots, w_n) \) can, however, be simplified. If we change the sign of the coordinates of all points in \( C(w_2, \cdots, w_n) \), then the center of gravity of the new set will have as coordinates the minimizing values \( f^*(0, 0, w_2, \cdots, w_n), g^*(0, 0, w_2, \cdots, w_n) \), determined in the paragraph above. This altered set has, however, a simple interpretation. It is the set of points \((a, b)\) such that the cube \( C \), shifted to have center at \((a, b, 0, \cdots, 0)\), contains the point \((0, 0, w_2, \cdots, w_n)\). Similarly, the value of the estimator,

\[
[a^* + f^*(0, 0, w_2, \cdots, w_n), b^* + g^*(0, 0, w, \cdots, w)],
\]
or \( f^*(a', b', w_3, \ldots, w_n), g^*(a', b', w_3, \ldots, w_n) \), is the center of gravity of the points \((a, b)\) for which the cube \( C \), shifted to have center at \((a, b, 0, \ldots, 0)\), contains the point \((a', b', w_3, \ldots, w_n)\). However, it is equivalent to state that the estimate of \((\alpha, \beta)\) is the center of gravity of the points \((a, b)\) for which the line \(y = a + bx\) is a possible regression line for the observed points \((x_1, y_1), \ldots, (x_n, y_n)\), i.e., for which \(y = a + bx\) is within \(\delta/2\) vertically of each point \((x_1, y_1), \ldots, (x_n, y_n)\).

It is of interest to note that the estimates of \(\alpha\) and \(\beta\) are \(\hat{\beta}\) and \(\frac{\sum y_i x_i}{\sum x_i^2}\) plus corrections which depend only on the deviations from the usual regression line. This is essentially the invariance requirement.

The methods of Section 3 up to formulas (7) and (8) may be applied in much the same manner to any regression problem for which the errors are a sample from some given fixed distribution.
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ON DISCRETE VARIABLES WHOSE SUM IS ABSOLUTELY CONTINUOUS

By David Blackwell
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1. Summary. If \(\{Z_n\}, n = 1, 2, \ldots\) is a stationary stochastic process with \(D\) states 0, 1, \(\ldots\), \(D - 1\), and \(X = \sum_i^\infty Z_k/D^n\), Harris [1] has shown that the distribution of \(X\) is absolutely continuous if and only if the \(Z_n\) are independent and uniformly distributed over 0, 1, \(\ldots\), \(D - 1\), i.e., if and only if the distribution of \(X\) is uniform on the unit interval. In this note we show that if \(\{Z_n\}, n = 1, 2, \ldots\) is any stochastic process with \(D\) states 0, 1, \(\ldots\), \(D - 1\) such that \(X = \sum_i^k Z_n/D^n\) has an absolutely continuous distribution, then the conditional distribution of \(R_k = \sum_{n=1}^k Z_k+n/D^n\) given \(Z_1, \ldots, Z_k\) converges to the uniform distribution on the unit interval with probability 1 as \(k \to \infty\). It follows that the unconditional distribution of \(R_k\) converges to the uniform distribution as \(k \to \infty\). Since if \(\{Z_k\}\) is stationary the distribution of \(R_k\) is independent of \(k\), the result of Harris follows.

2. Proof of the theorem.

Theorem. If \(\{Z_n\}, n = 1, 2, \ldots\) is a sequence of random variables, each assuming only values 0, 1, \(\ldots\), \(D - 1\) such that \(X = \sum_i^\infty Z_n/D^n\) has an absolutely continuous distribution, and

\[0 < \lambda \leq 1, \text{ then } U_k(\lambda) = P(\sum_{i=k}^\infty Z_{k+n}/D^n < \lambda \mid Z_1, \ldots, Z_k) \to \lambda\]

with probability 1 as \(k \to \infty\).
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