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1. Summary. For two normal populations with unknown variances and means depending linearly on \( p + q \) regression variables, a Behrens-Fisher generalization is to test the equality of \( q \) regression coefficients in one population with a corresponding set in the second population. When \( q = 1 \) a general class of similar regions is obtained for the hypothesis, and for regions restricted to this class a most powerful or most powerful unbiased test is found. When \( q > 1 \) several tests are presented and discussed.

2. Introduction.

2.1. The problem. Let \( U \) be a normally distributed random variable with mean
\[
\sum_{r=1}^{p} \beta_r x_r + \sum_{s=1}^{q} T_s y_s
\]
and variance \( \sigma^2 \); the location of the distribution depends linearly on the "factors" \( x_1, \ldots, x_p \); \( y_1, \ldots, y_q \). The regression coefficients \( \beta_r \), for \( r = 1, \ldots, p \) and \( T_s \), for \( s = 1, \ldots, q \) are unknown but fixed constants while the factors \( x_1, \ldots, x_p \); \( y_1, \ldots, y_q \) can be fixed or recorded for each observed value of \( U \). Similarly let \( U^* \) be normally distributed with mean
\[
\sum_{r=1}^{p} \beta_r^* x_r^* + \sum_{s=1}^{q} T_s^* y_s^*
\]
and variance \( \sigma^{*2} \). The problem is to test the hypothesis \( H_q = \{ T_s = T_s^* ; s = 1, \ldots, q \} \).

Consider a sample of size \( m \) from the distribution of \( U \); we have
\[
\{ U_\alpha ; x_{1\alpha}, \ldots, x_{p\alpha} ; y_{1\alpha}, \ldots, y_{q\alpha} : \alpha = 1, \ldots, m \}.
\]

Letting the observed values of \( U \) and of the factors be column vectors in \( m \)-dimensional Euclidean space \( R^m \), the sample yields \( \{ \tilde{U} ; \tilde{x}_1, \ldots, \tilde{x}_p ; \tilde{y}_1, \ldots, \tilde{y}_q \} \). For given values of the factors, \( \tilde{U} \) is distributed in a spherically symmetric normal distribution about the point \( \sum \beta_r \tilde{x}_r + \sum T_s \tilde{y}_s \) with variance \( \tilde{\sigma}^2 \). Similarly a sample of size \( n \) from the distribution of \( U^* \) is given by \( \{ U^* ; \tilde{x}_1^*, \ldots, \tilde{x}_p^* ; \tilde{y}_1^*, \ldots, \tilde{y}_q^* \} \) which is a set of vectors in \( R^n \). \( \tilde{U}^* \) has a spherically symmetric distribution about \( \sum \beta_r^* \tilde{x}_r^* + \sum T_s^* \tilde{y}_s^* \) with variance \( \tilde{\sigma}^{*2} \). We assume for each sample that the vectors representing the factors are linearly independent.

Consider the following orthogonality conditions on the vectors which record the observed values of the different factors: \( \tilde{y}_1, \ldots, \tilde{y}_q \) are mutually orthogonal and orthogonal to \( \tilde{x}_1, \ldots, \tilde{x}_p \); \( \tilde{y}_1^*, \ldots, \tilde{y}_q^* \) are mutually orthogonal and orthogonal to \( \tilde{x}_1^*, \ldots, \tilde{x}_p^* \). The problem can always be put in this form by replacing the given factors by suitable linear combinations thereof. For consider a set of independent vectors \( \tilde{x}_1, \ldots, \tilde{x}_p ; \tilde{y}_1, \ldots, \tilde{y}_q \). By using instead the vectors \( \tilde{x}_1, \ldots, \tilde{x}_p ; \tilde{y}_{1,x}, \ldots, \tilde{y}_{q,x} \) where \( \tilde{y}_{s,x} \) is the regression residual after fitting
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$\bar{x}_1, \ldots, \bar{x}_p$, we have orthogonality between the $\bar{x}_i$ set and the $\bar{y}_{i,s}$ set. Doing similarly for the $\bar{x}^*, \bar{y}^*$ we have

$$\sum \beta_i \bar{x}_i + \sum T_i \bar{y}_i = \sum \gamma_i \bar{y}_i + \sum T_i \bar{y}_{i,s},$$

$$\sum \beta_i^* \bar{x}_i^* + \sum T_i^* \bar{y}_i^* = \sum \gamma_i^* \bar{y}_i^* + \sum T_i^* \bar{y}_{i,s}^*$$

for suitably defined $\gamma_i, \gamma_i^*$; and the hypothesis $H_q$ remains unchanged. Now replace the vectors $\bar{y}_{i,s}$ ($\bar{y}_{i,s}^*$) by linear combinations thereof, say $\sum a_{i,s} \bar{y}_{i,s}$ ($\sum a_{i,s} \bar{y}_{i,s}^*$), where the transformation matrix $\| a_{i,s} \|$ is chosen so that both $\| \bar{y}_{i,s} \|$ and $\| \bar{y}_{i,s}^* \|$ become diagonal matrices. The vectors $\sum a_{i,s} \bar{y}_{i,s}$, $(l = 1, \ldots, q)$ are then mutually orthogonal and orthogonal to the $\bar{x}_i$; similarly for $\sum a_{i,s} \bar{y}_{i,s}^*$ and the $\bar{x}_i^*$. Also the hypothesis $H_q$ is unchanged since the same linear combinations are used for the vectors $\bar{y}_{i,s}$ as for $\bar{y}_{i,s}^*$.

For our problem $P_2$, we summarize the notation and structure as follows.

I. $\bar{U}$ is normally distributed in $R^n$ with

1. $E[\bar{U}] = \sum_{i=1}^p \beta_i \bar{x}_i + \sum_{i=1}^p T_i \bar{y}_i,$

and

2. Covariance Matrix = $\sigma^2 I$ ($I$ is the identity matrix),

where

3. $\bar{y}_1, \ldots, \bar{y}_q$ form an orthogonal set and each is orthogonal to the space generated by $\bar{x}_1, \ldots, \bar{x}_p$.

$\bar{U}^*$ is normally distributed in $R^n$ with

1. $E[\bar{U}^*] = \sum_{i=1}^p \beta_i^* \bar{x}_i^* + \sum_{i=1}^p T_i \bar{y}_i^*,$

and

2. Covariance Matrix $\sigma^{*2} I$,

where

3. $\bar{y}_1^*, \ldots, \bar{y}_q^*$ form an orthogonal set and each is orthogonal to the space generated by $\bar{x}_1^*, \ldots, \bar{x}_p^*$.

The hypothesis to be tested is $H_q = \{ T_s = T_s^*; s = 1, \ldots, q \}$.

2.2. Examples. The following examples of the above structure have been treated in the literature.

Example 2.1. The original Behrens-Fisher problem [3]. This case is characterized by $p = 0, q = 1, \bar{y} = (1, \ldots, 1)$ and $\bar{y}^* = (1, \ldots, 1)$. Within each sample the mean is constant and the hypothesis to be tested is that the samples have the same mean. The solution in this paper reduces to that given by Scheffé [2].

Example 2.2. The problem proposed by Barankin [1]. For this problem we have $p = 1, q = 1, \bar{x} = (1, \ldots, 1), \bar{y} = (\xi_1 - \sum \xi_i/m, \ldots, \xi_n - \sum \xi_i/m). \bar{x}^* = (1, \ldots, 1)$ and $\bar{y}^* = (\eta_1 - \sum \eta_i/n, \ldots, \eta_n - \sum \eta_i/n).$ The hypothesis $H$ is that the regression coefficients on $\xi$ and $\eta$ are equal. The test proposed reduces to that given by Barankin; however the properties proved are different. In this paper the test is shown to be most powerful or most powerful unbiased in a general class of similar tests. Barankin showed the test was most powerful among tests based on certain linear combinations of the variables (see [1]).
Example 2.3. Problem discussed by Chand [4]. We have \( p = 0, q = 2 \), and \( \bar{y}_1, \bar{y}_2, \bar{y}_3, \bar{y}_4 \) are respectively the vectors \( \bar{x}, \bar{y}, \bar{x}^*, \bar{y}^* \) given in the previous problem 2.2. \( T_1 \) and \( T_2 \) are \( \alpha \) and \( \beta \) in the notation used in [4]. The hypothesis to be tested is \( H_0 = \{ \alpha = \alpha^*, \beta = \beta^* \} \). It is a different problem to test the hypothesis \( H = \{ \alpha' = \alpha^*_1, \beta' = \beta^*_1 \} \), where

\[
E(\bar{U}) = \alpha' + \beta' \bar{x}, \quad E(\bar{U}^*) = \alpha'^* + \beta'^* \bar{x}^*.
\]

This can be treated in the present formulation by finding \( a_{11}, a_{12}, a_{21}, a_{22} \) such that \( a_{11}(1, \cdots, 1)' + a_{12} \bar{x}, a_{21}(1, \cdots, 1)' + a_{22} \bar{x} \) are orthogonal and \( a_{11}(1, \cdots, 1)' + a_{12} \bar{x}^*, a_{21}(1, \cdots, 1)' + a_{22} \bar{x}^* \) are orthogonal.

3. Structural simplification.

3.1. Linear transformations. Assuming that we are dealing with samples of size \( m \) and \( n \) and with given observed values of the factors involved, we introduce the following transformations in the sample spaces. These transformations considerably simplify the formulation of the problem.

In the space \( R^m \) of the first sample, we introduce an orthogonal transformation with matrix \( A \). Let the components of a vector in the new \( m \) dimensional space be \( L_1, \cdots, L_m \); then \( \bar{L} = A \bar{U} = (L_1, \cdots, L_m)' \). We impose the following conditions on the transformation.

(i) The space generated by \( \bar{x}_1, \cdots, \bar{x}_p \) is mapped into the space generated by the coordinate vectors corresponding to \( L_1, \cdots, L_p \).

(ii) The space generated by \( \bar{y}_1, \cdots, \bar{y}_q \) is mapped into the space generated by the coordinate vectors corresponding to \( L_{p+1}, \cdots, L_{p+q} \). We require further that the vector \( \bar{y}_1 \) is mapped into \( [N(\bar{y})]^t = n_1 \) times the coordinate vector of \( L_{p+1}, \bar{y}_2 \) is mapped into \( [N(\bar{y}_2)]^t = n_2 \) times the coordinate vector of \( L_{p+2} \), and so on for all the vectors \( \bar{y}_1, \cdots, \bar{y}_q \). This can be done since the vectors are mutually orthogonal and orthogonal to all the vectors \( \bar{x} \). We use \( N(\bar{y}) \) for the norm of a vector \( \bar{y} \); that is, \( N(\bar{y}) = \bar{y}' \bar{y} \).

These conditions on \( A \) are equivalent to the following equation:

\[
A \cdot (\bar{x}_1, \cdots, \bar{x}_p; \bar{y}_1, \cdots, \bar{y}_q) = \begin{pmatrix}
1 & & & \\
. & . & . & \\
. & . & . & \\
1 & & & \\
n_1 & & & \\
p & & & \\
n_q & & & \\
m & & & 
\end{pmatrix}
\]

where all elements of the matrix except those in the indicated diagonal are zero. This can be satisfied by replacing the vectors \( \bar{x} \) by an orthogonal set, normalizing all \( p + q \) vectors, and using transposes of these \( p + q \) vectors as the first \( p + q \).
rows in the matrix $A$. Complete $A$ by adding $m - p - q$ normalized orthogonal row vectors.

The original assumptions and structure of the problem are transformed by $A$ to the following.

II. $\bar{Z}$ is normally distributed in $\mathbb{R}^{m}$ with

\begin{equation}
E(L_0) = \gamma_1, \ldots, \quad E(L_p) = \gamma_p,
\end{equation}

\begin{equation}
E(L_{p+1}) = T_1 n_1, \ldots, \quad E(L_{p+q}) = T_q n_q,
\end{equation}

\begin{equation}
E(L_{p+q+i}) = 0, \quad i = 1, \ldots, m - p - q,
\end{equation}

and

\begin{equation}
\text{Covariance Matrix } \sigma^2 I.
\end{equation}

The constants $\gamma_1, \ldots, \gamma_p$ are independent linear functions of the constants $\beta_1, \ldots, \beta_p$. Since the $\beta$'s are unknown regression coefficients in this problem, so also are the coefficients $\gamma_1, \ldots, \gamma_p$.

Similarly we introduce a transformation $A^*$ in the space $\mathbb{R}^n$. The new structure for $L_1^*, \ldots, L_n^*$ is given by the above equations where each $T, \gamma, n, L$ is given an asterisk.

The hypothesis to be tested is $H_q = \{T_s = T_s^*; s = 1, \ldots, q\}$.

We further transform the problem by the following transformation of the variables.

\begin{align*}
T_1 &= \frac{L_{p+1}}{n_1} - \frac{L_{p+1}^*}{n_1^*}, \quad T_q = \frac{L_{p+q}}{n_q} - \frac{L_{p+q}^*}{n_q^*}, \\
S_1 &= \frac{L_{p+1}}{n_1} + \frac{L_{p+1}^*}{n_1^*}, \quad S_q = \frac{L_{p+q}}{n_q} + \frac{L_{p+q}^*}{n_q^*}, \\
V_r &= L_r \quad r = 1, \ldots, p \\
V_r^* &= L_r^* \quad r = 1, \ldots, p \\
z_i &= L_{p+q+i} \quad i = 1, \ldots, m - p - q \\
z_j^* &= L_{p+q+j} \quad j = 1, \ldots, n - p - q.
\end{align*}

The formulation of the original problem $P_q$ in terms of these transformed random variables $T_s, S_s, V_r, V_r^*, z_i, z_j^*$ is:

III. $z_i; i = 1, \ldots, m'$ are normally and independently distributed with means 0 and variances $\sigma^2$.

$z_j^*; j = 1, \ldots, n'$ are normally and independently distributed with means 0 and variances $\sigma^2$.

$V_r; r = 1, \ldots, p$ are normally and independently distributed with means $\gamma_r$ and variances $\sigma^2$.

$V_r^*; r = 1, \ldots, p$ are normally and independently distributed with means $\gamma_r^*$ and variances $\sigma^2$.

$(T_1, S_1)$ is normal with mean $(d_1, \alpha_1)$ and covariance matrix
\[
\begin{bmatrix}
c_1 \sigma^2 + c_1^* \sigma^* & c_1 \sigma^2 - c_1^* \sigma^* \\
c_1 \sigma^2 - c_1^* \sigma^2 & c_1 \sigma^2 + c_1^* \sigma^2
\end{bmatrix}
\]

\((T_q , S_q)\) is normal with mean \((d_q , \alpha_q)\) and covariance matrix
\[
\begin{bmatrix}
c_q \sigma^2 + c_q^* \sigma^* & c_q \sigma^2 - c_q^* \sigma^* \\
c_q \sigma^2 - c_q^* \sigma^2 & c_q \sigma^2 + c_q^* \sigma^2
\end{bmatrix}
\]

A priori Hypothesis: \(c_1, c_1^*, \ldots, c_2, c_2^*\) are known positive real numbers; \(\sigma^2, \sigma^*, \gamma_1, \gamma_1^*, \ldots, \gamma_p, \gamma_p^*, \alpha_1, \ldots, \alpha_q\) are real numbers with values unknown.

Hypothesis \(H_q\) to be tested: \([d_1 = d_2 = \cdots = d_q = 0]\). Alternative Hypothesis: \(\{(d_1, \ldots, d_q) \in D \subset R^q; (0, \ldots, 0) \not\in D\}\).

Note that \(m' = m - p - q, n' = n - p - q\). Also the \(\gamma's, \gamma^*\)'s, \(\alpha's,\) and \(d's\) are simply related to the original regression coefficients \(\beta's, \beta^*\)'s, \(T's, T^*\)'s in terms of constants which depend on the values of the original regression variables.

3.2. Reduction of the class of similar regions. We look for a general class of similar regions under the hypothesis \(H_q\). The following theorem allows us to restrict our choice.

Theorem 1. Any region in \(R^{m+n}\) similar of size \(\alpha\) under variation of \(\gamma_1, \ldots, \gamma_p, \gamma_1^*, \ldots, \gamma_p^*, V_1, \ldots, V_p, V_1^*, \ldots, V_p^*\).

The proof follows immediately from the completeness of the multiple Laplace transform.

Under the hypothesis \(H_q\) and its alternative the conditional distribution given the \(V's\) and \(V^*\)'s is independent of the \(V's, V^*\)'s and \(\gamma's, \gamma^*\)'s. Thus any similar test most powerful against a simple alternative can be chosen independent of the \(V's\) and \(V^*\)'s.

3.3. The principle of invariance. The reduction obtained from Theorem 1 can also be obtained on the basis of the principle of invariance, which in fact provides an additional reduction. Consider the following linear transformation

\[
\begin{bmatrix}
V_r &= V_r + \lambda_r \\
V^*_r &= V^*_r + \lambda^*_r \\
S_s &= S_s + \mu_s
\end{bmatrix},
\]

This induces the following transformation on the parameter space:

\[
\begin{bmatrix}
\gamma_r &= \gamma_r + \lambda_r \\
\gamma^*_r &= \gamma^*_r + \lambda^*_r \\
\alpha_s &= \alpha_s + \mu_s
\end{bmatrix}.
\]

It is easily seen that the problem is invariant under such transformations since the values of the parameters \(\{d_s\}\) are unaffected. Thus on the basis of the prin-
inciple of invariance we look for a test which is independent of the values of the \( V \)'s, \( V^* \)'s, and \( S \)'s.

Our problem has now been considerably simplified; it can be summarized as follows.

**IV.** \( T_1, \ldots, T_q; z_1, \ldots, z_{m'}^*; z_1^*, \ldots, z_{n'}^* \) are normally and independently distributed with means \( d_1, \ldots, d_q; 0, \ldots, 0; 0, \ldots, 0 \) and variances \( c_1\sigma_i^2 + c_1^*\sigma_i^*2; \ldots, c_q\sigma_i^2 + c_q^*\sigma_i^*2; \sigma_i^2; \sigma_i^*2; \ldots, \sigma_i^2 \). The values \( c_1, c_1^*, \ldots, c_q, c_q^* \) are prescribed, and \( \sigma_i^2, \sigma_i^*2 \) are unknown. The hypothesis to be tested is: \( H_0 = \{d_1 = \ldots = d_q = 0\} \).

4. **Test for \( H_1 \).** In this section the Scheffé test [2] is shown to be most powerful or most powerful unbiased in a general class of similar tests.

4.1. *The class of similar regions.* The problem \( P_1 \) may be slightly modified by changing the scale of the \( z \)'s by a factor \( c \) and the \( z^* \)'s by a factor \( c^* \). Letting \( c\sigma_i^2 \) and \( c^*\sigma_i^*2 \) be respectively \( \sigma_i^2 \) and \( \sigma_i^*2 \), we have \( P_1: T; z_i; z_i^* (i = 1, \ldots, m'; j = 1, \ldots, n') \) are normally and independently distributed with means \( d; 0; 0 \) and variances \( \sigma_i^2 + \sigma_i^*2; \sigma_i^2; \sigma_i^*2 \). The hypothesis is \( H_1 = \{d = 0\} \).

We now define a class of regions similar of size \( \alpha \) for the probability distributions of \( P_1 \) assuming \( H_1 \); the distributions have \( d = 0 \) and no restrictions on \( \sigma_i^2 \) and \( \sigma_i^*2 \). Assume \( m' \leq n' \) without loss of generality. Considering \( (T; z_i; z_i^*) \) as a point in \((m' + n' + 1)\)-dimensional Euclidean space \( \mathbb{R}^{m' + n' + 1} \), we form hyperspherical cylinders of the following form:

\[
\mathcal{C}_P(r) = \left\{ (T; z_i; z_i^*) \left| \sum_{i=1}^{m'} \left( z_i + \sum_{j=1}^{n'} a_{ij}^{(P)} z_j^* \right)^2 + T^2 = r^2 \right. \right\}.
\]

Here \( \| a_{ij}^{(P)} \| \) is an \( n' \times n' \) orthogonal matrix and \( P \) indexes it within the class \( \mathcal{P} \) of all orthogonal \( n' \times n' \) matrices.

On the hyperspherical cylinder \( \mathcal{C}_P(r) \), consider hyperplanes of the following form:

\[
\mathcal{K}_P(c_1, \ldots, c_{m'}; r) = \left\{ (T; z_i; z_i^*) \left| z_i + \sum_{j=1}^{n'} a_{ij}^{(P)} z_j^* = c_i, \sum_{i=1}^{m'} c_i^2 + T^2 = r^2 \right. \right\}.
\]

We construct a class \( \mathcal{C}_{\alpha}'' \) of regions in \( \mathbb{R}^{m' + n' + 1} \). \( \mathcal{C}_{\alpha}'' \) consists of all sets \( S \) having the following structure: \( S = \bigcup_{r \in \mathcal{P}} \bigcup_{P \in \mathcal{P}^*} S_{rP} \), where the sets \( S_{rP} \) satisfy

1. \( S_{rP} \subseteq \mathcal{C}_P(r) \) is measurable in the space \( \mathcal{P}_r \).
2. \( S_{rP} \cap S_{r'P'} = \emptyset \) unless \( r = r' \), \( P = P' \).
3. \( \mathcal{P}^* \) is a countable subset of \( \mathcal{P} \).
4. If \( \bigcup_{r \in \mathcal{P}^*} [S_{rP} \cap \mathcal{K}_P(c_1, \ldots, c_{m'}; r)] \neq \emptyset \), then using Lebesgue measure \( \lambda \) over the Euclidean spaces \( \mathcal{K}_P(c_1, \ldots, c_{m'}; r) \)

\[
\sum_{r \in \mathcal{P}^*} \int_{\mathcal{K}_P} p_{rP} \, d\lambda = \int_{\mathcal{K}_P} p \, d\lambda,
\]

where \( p \) is the given probability density function, and \( \varphi_P \) is the characteristic function of the set \( S_{rP} \). The integrals exist for almost all values of \( r \).
5. If $m$ is the uniform normalized measure over the sphere $S_r = \{(c_1, \ldots, c_m, T) | \sum_{i=1}^m c_i^2 + T^2 = r^2 \}$ in $R^{m'+1}$, then $m(S_r) = \alpha$ for almost all values of $r$ where

$$S_r = \{(c_1, \ldots, c_m, T) | \bigcup_{P \in \mathcal{P}_s} [S_{r,P} \cap \mathcal{C}_P(c_1, \ldots, c_m, r)] \neq \emptyset \}.$$ 

Let $\mathcal{C}_a'$ be the sets $S \in \mathcal{C}_a''$ for which $S_{r,P} = \bigcup_{S \in \mathcal{C}_a''} S_{r,P}$ is measurable for $P \in \mathcal{P}_s$, and let $\mathcal{C}_a$ be all sets which differ from those in $\mathcal{C}_a'$ by sets of measure zero.

4.2. Proofs concerning similarity. Theorem 2 in this section establishes that $\mathcal{C}_a$ is a class of similar regions. Theorem 3 shows that any similar region satisfying Condition 4 above satisfies Condition 5. Also for any measurable region there is a region differing by a null set for which sets $S_{r,P}$ can be defined satisfying Conditions 1 and 2. Thus, if $\mathcal{C}_a$ is the class of all similar regions of size $\alpha$, a proof of this would only need to show that for each $S$ the sets $S_{r,P}$ can be chosen to satisfy Conditions 3 and 4.

**Theorem 2.** Each region belonging to $\mathcal{C}_a$ is similar of size $\alpha$ with respect to the measures of $P_1(H_1)$.

**Proof.** Since the measures of $P_1$ are dominated by Lebesgue measure, we need only establish that $\mathcal{C}_a$ is a class of similar regions.

Let $S \in \mathcal{C}_a'$ and let $\varphi_S$ be its characteristic function over $R^{m'+n'+1}$. Since $S$ also belongs to $\mathcal{C}_a''$, let $S_{r,P}$ and $\mathcal{P}_s$ be as given in Conditions 1–5. Define $S_{r,P}$ by $S_{r,P} = \bigcup_{S \in \mathcal{C}_a''} S_{r,P}$, and let $\varphi_S$ be the characteristic function of $S_{r,P}$. Since $S = \bigcup_{S \in \mathcal{C}_a''} S_{r,P}$, we have $\varphi_S = \sum_{S \in \mathcal{C}_a''} \varphi_S$. We also define a characteristic function $\varphi(c_1, \ldots, c_m, r)$ as follows:

$$\varphi(c_1, \ldots, c_m, r) = 1 \quad \text{if} \quad \bigcup_{P \in \mathcal{P}_s} [S_{r,P} \cap \mathcal{C}_P(c_1, \ldots, c_m, r)] \neq \emptyset$$

$$= 0 \quad \text{if} \quad \bigcup_{P \in \mathcal{P}_s} [S_{r,P} \cap \mathcal{C}_P(c_1, \ldots, c_m, r)] = \emptyset.$$ 

We calculate the probability measure of the set $S$, letting $p$ stand for the p.d.f. under $P_1(H_1)$.

$$\mu(S) = \int_{R^{m'+n'+1}} \varphi_S \, dT \prod_j dz_j = \int_{R^{m'+n'+1}} (\sum_P \varphi_S) \, dT \prod_j dz_j$$

$$= \sum_P \int_{R^{m'+n'+1}} \varphi_S \, dT \prod_j dz_j$$

$$= \sum_P \int_{R'} dr \int_{S_r} A(r) \, dm \int_{\mathcal{C}_P(c_1, \ldots, c_m, r)} p_{\varphi_S} \, d\lambda$$

$$= \int_{R'} dr \int_{S_r} A(r) \, dm \sum_P \int_{\mathcal{C}_P(c_1, \ldots, c_m, r)} p_{\varphi_S} \, d\lambda$$

$$= \int_{R'} dr \int_{S_r} A(r) \, dm \varphi(c_1, \ldots, c_m, r) \int_{\mathcal{C}_P(c_1, \ldots, c_m, r)} p \, d\lambda$$

$$= \int_{R'} dr \int_{S_r} A(r) \varphi(c_1, \ldots, c_m, r) \, p_{c_1, \ldots, c_m, r} \, d\lambda,$$
where \( A(r) \) is the area of \( S_r \) and where we let

\[
p_{c_1, \ldots, c_m; r} = \int_{\mathcal{C}_P(c_1, \ldots, c_m; r)} p \, d\lambda,
\]

that is, the marginal probability density of \( c_1, \ldots, c_m, r \), \( T \). This density is easily seen to be a spherically symmetric normal density centered on the origin with variance \( \sigma^2 + \sigma^2_z \). Since it is constant valued over spheres centered at the origin, let \( \Gamma(r) = A(r)p_{c_1, \ldots, c_m; r} \) and we obtain

\[
\mu(S) = \int_{R^+} \Gamma(r) \, dr \int_{S_r} \varphi(c_1, \ldots, c_m; r) \, dm = \int_{R^+} \Gamma(r) m(S_r) \, dr = \int_{R^+} \Gamma(r) \alpha \, dr = \alpha.
\]

Hence the probability measure of \( S \) is \( \alpha \), and is independent of the parameters \( \sigma^2 \) and \( \sigma^2_z \) of the distribution. This completes the proof.

**Theorem 3.** If the region \( S \) is similar of size \( \alpha \) and satisfies Condition 4, then \( S \) satisfies Condition 5.

**Proof.** Using the notion of Theorem 2, we have

\[
\alpha = \mu(S) = \int_{R^{m^* + n^* + 1}} \varphi_{sp} \, dT \prod_i dz_i \prod_j dz^*_j.
\]

All steps in the previous theorem remain valid under the assumptions of this theorem except the last two. The value of the integral \( \int_{S_r} \varphi(c_1, \ldots, c_m; r) \, dm \) may now be a function of \( r \), say \( v(r) \). We have therefore \( \alpha = \int_{R^+} \Gamma(r)v(r) \, dr \).

Since the Gamma densities form a complete system of functions, with parameter \( \sigma^2 + \sigma^2_z \), \( v(r) \) must be equal to \( \alpha \) almost everywhere. But since this implies the fulfillment of Condition 5, the theorem is proved.

### 4.3. Choice of the test

From the class \( \mathcal{C}_\alpha \) of similar regions, we wish to choose an optimum test of the hypothesis \( H_1 \). For this we require the following theorem.

**Theorem 4.** For any region of the class \( \mathcal{C}_\alpha \), there corresponds a region in \( \mathcal{C}_\alpha \) with the same power function and having the structure

\[
S = \bigcup_{r \in R^+} \bigcup_{(c_1, \ldots, c_m; r) \in \mathcal{C}_P(c_1, \ldots, c_m; r)} S' \cap S^\prime \cap \cdots \cap S_m \cap r.
\]

where \( C_r \) is a subset of \( S_r \) for each \( r \).

**Proof.** Let \( S' \in \mathcal{C}_\alpha \). From the definition of \( \mathcal{C}_\alpha \), there exists a measurable set \( S'' \in \mathcal{C}_{\alpha} \) which is essentially equivalent to \( S' \). \( S'' \) satisfies Condition 4, which is a relation to be satisfied for each \( c_1, \ldots, c_m, r \). But \( c_1, \ldots, c_m, r \), being fixed implies \( T \) is fixed.

Under an alternative hypothesis the p.d.f. "\( p'\)" is changed by a factor depending only on \( \sigma^2 + \sigma^2_z \), \( T \), and \( d \). This factor is a constant over all points in the ranges of integration in Condition 4. It follows then that Condition 4 being
true on the hypothesis \( H_1 \) implies that it is true under any alternative hypothesis.

To construct \( S \) we arbitrarily choose \( P \in \mathfrak{p}^* \) and using the structure of \( S'' \) given by Conditions 1–5, we choose

\[
C_r = \{ (c_1, \ldots, c_{m'}; T) \mid \bigcup_{r \in \mathfrak{p}^*} [S''_r \cap \mathcal{A}_r(c_1, \ldots, c_{m'}; r)] \neq \emptyset \},
\]

\[
S = \bigcup_{r \in \mathfrak{p}^*} \{ (c_1, \ldots, c_{m'}; T) \mid c_r \in \mathcal{A}_r(c_1, \ldots, c_{m'}; r) \}.
\]

It follows easily that Conditions 1–5 are fulfilled for the set \( S \). Therefore \( S \in \mathcal{C}_a'' \).

To show that \( S \in \mathcal{C}_a \) we must prove that \( S \) is a measurable set. \( S \) is a cylindrical set with a cross section or base set \( \tilde{S} \) defined in \( R_1^{m'+1} \), the space of \( c_1, \ldots, c_{m'}; T \).

\[
\tilde{S} = \bigcup_{r \in \mathfrak{r}} S_r,
\]

\[
S_r = \{ (c_1, \ldots, c_{m'}; T) \mid S \cap \mathcal{A}_r(c_1, \ldots, c_{m'}; r) \neq \emptyset \}.
\]

It therefore suffices to show that this base set \( \tilde{S} \) is measurable. This can be established by the following simple argument.

For the region \( S'' \), define as in Theorem 3 regions \( S''_r \) and characteristic functions \( \varphi''_r \) and \( \varphi''_r \). Then

\[
\mu(S'') = \int_{R^{m'+1}} \varphi''_r dT \prod_{i} dz_i \prod_{j} dz_j^*
\]

\[
= \sum_{r \in \mathfrak{p}^*} \int_{R^{m'+1}} \varphi''_r dT \prod_{i} dz_i \prod_{j} dz_j^*
\]

\[
= \int_{r \in \mathfrak{r}} dr \int_{\mathfrak{S}_r} A(r) dm \sum_{r \in \mathfrak{p}^*} \int_{\mathcal{A}_r(c_1, \ldots, c_{m'}; r)} \varphi''_r d\lambda.
\]

Then applying Condition 4 we have

\[
\mu(S'') = \int_{r \in \mathfrak{r}} dr \int_{\mathfrak{S}_r} A(r) dm \varphi(c_1, \ldots, c_{m'}; r) \int_{\mathcal{A}_r(c_1, \ldots, c_{m'}; r)} \varphi''_r d\lambda
\]

\[
= \int_{r \in \mathfrak{r}} dr \int_{\mathfrak{S}_r} A(r) \varphi(c_1, \ldots, c_{m'}; r) p_{c_1, \ldots, c_{m'}; r} dm
\]

\[
= \int_{R^{m'+1}} \varphi(c_1, \ldots, c_{m'}; r) p_{c_1, \ldots, c_{m'}; r} dT \prod_{i} dc_i.
\]

But since \( \mu(S'') \) is equal to this last expression, it follows that \( \varphi(c_1, \ldots, c_{m'; r}) \) is measurable. However, \( \varphi(c_1, \ldots, c_{m'}; r) \) is the characteristic function of the set \( \tilde{S} \) and therefore \( S \) is measurable and \( S \in \mathcal{C} \).

We have now only to establish that the power function for the region \( S \) is identical to the power function of \( S'' \). We shall need to know that Condition 4
is fulfilled under alternative hypotheses; this we have already shown. Letting
\( P \) be the p.d.f. of \( P_1(\mathcal{H}_1 \text{ or } \mathcal{H}_1) \), we have
\[
\mu(S^\alpha) = \int_{\mathcal{R}^m \times \eta_{m+1}} \varphi^\alpha \, d\mathcal{T} \prod_i \int_{\mathcal{C}} dz_i \prod_j \int_{\mathcal{C}} dz_j^*
\]
\[
= \int_{\mathcal{R}} dr \int_{\mathcal{S}_r} A(r) \, dm \sum_{P \in \mathcal{S}} \int_{\mathcal{C}_P(c_1, \cdots, c_m ; r)} \varphi_P^\alpha \, d\lambda
\]
\[
= \int_{\mathcal{R}} dr \int_{\mathcal{S}_r} A(r) \, dm \int_{\mathcal{C}_P(c_1, \cdots, c_m ; r)} \varphi_P(S) \, d\lambda
\]
\[
= \int_{\mathcal{R}^m \times \eta_{m+1}} \varphi_P(S) \, d\mathcal{T} \prod_i \int_{\mathcal{C}} dz_i \prod_j \int_{\mathcal{C}} dz_j^* = \mu(S).
\]

This completes the proof.

Thus for tests of size \( \alpha \) with critical regions chosen from the class \( \mathcal{C}_\alpha \), we can get as good tests by confining our attention to critical regions of the form
\[
S = \bigcup_{\mathcal{C}_P, (c_1, \cdots, c_m ; r) \in \mathcal{C}_\alpha} \mathcal{C}_P(c_1, \cdots, c_m ; r).
\]

Regions of this type are cylindrical with base in the space \( \mathcal{R}^{m+1} \) of \( c_1, \cdots, c_m, T \) and axes the coordinate axes of the remaining variables. Whether a sample point in \( \mathcal{R}^{m+1} \) belongs to \( S \) can be ascertained by observing whether
\[
c_1, \cdots, c_m, T
\]
falls in the base set in \( \mathcal{R}^{m+1} \). It is worth noticing that the size and power of regions of this type are independent of the particular \( P \) used in the defining equation above.

Our problem has thus been reduced to the following: \( P_1 \) \( T, c_1, \cdots, c_m \) are normally and independently distributed with means \( d, 0, \cdots, 0 \) and common variance \( \sigma^2 + \sigma'^2 \). The hypothesis is \( H_1 = \{ d = 0 \} \). This is the simplest 'Student' problem.

The choice of a similar test for this problem \( P_1 \) depends on whether the alternatives are one- or two-sided and will be the usual \( t \)-test, one- or two-sided. Thus among similar tests of \( H_1 \) with critical region restricted to the class \( \mathcal{C}_\alpha \), we have found a most powerful or most powerful unbiased test. This test is identical to that proposed by Barankin [1].

5. Calculation of the Test Criterion for \( P_1 \). Rather than give an explicit expression for the test criterion, we describe in terms usual to the analysis of variance the procedure for determining it. This will avoid errors in substituting in an unwieldy expression and the possibility of typographical errors in such expressions (for example, in formulas (37) and (39) in [1] the sign of the second term in the denominator should be negative).
We need first the linear function contained in the numerator of the \( t \)-criterion. This is to within a constant factor the difference between the regression coefficient for \( \bar{y} \) in the first sample and the corresponding coefficient in the second sample. These coefficients are independent of whether the \( \bar{y} \) vectors have been orthogonalized to the corresponding \( \bar{x} \) vectors: we need only the coefficients in the joint regression. Calculate the variance of the difference between these two coefficients: it will be of the form \( a\sigma^2 + b\sigma^*^2 \).

For the calculation of the denominator, we distinguish two cases. In each delete \( n - m \) members of the second sample.

I. The vectors \( \bar{y}, \bar{x}_1, \ldots, \bar{x}_p \) generate the same space as \( \bar{y}^*, \bar{x}_1^*, \ldots, \bar{x}_p^* \). In the two samples of size \( m \) fit by regression the vectors \( \bar{y}, \bar{x}_1, \ldots, \bar{x}_p \) (or equivalently \( \bar{y}^*, \bar{x}_1^*, \ldots, \bar{x}_p^* \)). Proceed as in the analysis of covariance; calculate the sum of squares (SS) of the \( U \)'s, the sum of products (SP) of the \( U \)'s and \( V \)'s, and the sum of squares of the \( V \)'s. Then using the regression coefficients as obtained from the samples of size \( m \), calculate \( SS_U, SP_UV, \) and \( SS_V \) for residuals. The denominator of the test criterion will be:

\[
\sqrt{\frac{aSS_U + 2(ab)SP_UV + bSS_V}{m - p - 1}}.
\]

II. The vectors \( \bar{y}, \bar{x}_1, \ldots, \bar{x}_p \) do not generate the same space as \( \bar{y}^*, \bar{x}_1^*, \ldots, \bar{x}_p^* \) do. Choose a linearly independent set of vectors \( \bar{w}_1, \ldots, \bar{w}_t \) which generate the space spanned by the combined set of vectors \( \bar{y}, \bar{y}^*, \bar{x}_1, \ldots, \bar{x}_p, \bar{x}_p^* \) and which in addition satisfy the conditions:

\[
\begin{align*}
\bar{w}_1, \ldots, \bar{w}_{p+1} & \text{ generate the space spanned by } \bar{y}, \bar{x}_1, \ldots, \bar{x}_p, \\
\bar{w}_{t-p}, \ldots, \bar{w}_t & \text{ generate the space spanned by } \bar{y}^*, \bar{x}_1^*, \ldots, \bar{x}_p^*.
\end{align*}
\]

As a consequence of these conditions \( \bar{w}_{t-p}, \ldots, \bar{w}_{p+1} \) generate the intersection of the spaces mentioned in the two conditions above. Calculate the regression coefficients obtained from fitting the vectors \( \bar{w}_1, \ldots, \bar{w}_t \) to the first sample. In doing so, fit the first \( (p + 1) \) \( w \)'s and then record \( t_i, \ldots, t_{t-p} \), the successive amounts by which the sums of squares of residuals is reduced by fitting in addition \( \bar{w}_{p+2}, \ldots, \bar{w}_t \) one by one. Let \( SS_U \) be the final sum of squares of residuals. Repeating the above procedure for the second sample of \( m \), but using the \( w \) vectors in the order \( \bar{w}_t, \bar{w}_{t-1}, \ldots, \bar{w}_1 \), obtain \( t_i^*, \ldots, t_{t-p}^* \), \( SS_V \). Calculate the overall sum of products and using the two sets of regression coefficients on all the \( w \)'s, obtain \( SP_UV \) the sum of products of residuals. The denominator of the test criterion will be

\[
\sqrt{\frac{aSS_U + 2(ab)SP_UV + bSS_V + \sum_{i=1}^{t-p} (a^i l_i + b^{i*} l_i^*)^2}{m - p - 1}}
\]

where \( l_i, l_i^* \) are given the signs of the corresponding regression coefficients.
It is easily seen that formulas (5.1) and (5.2) give the denominators for the optimum test criterion as described in Section 4.

6. The problem \( P_q, q > 1 \). No attempt has been made to obtain a general class of similar regions for \( P_q(q > 1) \) except in a very particular case described below. The asymptotically best test in the sense that the \( F \) ratio is best in the analysis of variances (see Wald [6]) is, however, immediately available. To obtain this, calculate a \( t \)-criterion for each of the \( q \) regression coefficients, in each case putting the remaining \( q - 1 \) vectors with the \( \mathbf{x} \) vectors and proceeding as in Section 5. Each \( t^2 \) has asymptotically the \( \chi^2_1 \) distribution and is asymptotically independent of the other \( t^2 \)'s. Combine the \( q t^2 \)'s to obtain a criterion having asymptotically the \( \chi^2 \) distribution under \( H_q \). Use large values of \( \chi^2 \) to form the size \( \alpha \) critical region.

In small samples a similar procedure is available if each numerator for the \( t \) criterions has the same ratio \( b/a = k \) where \( a \) and \( b \) are given in Section 5. Divide each numerator by the corresponding \( a_i^4 \) and square and add to obtain the numerator of an \( F \)-ratio. For the denominator use the square of the \( t \)-ratio denominator where \( a \) and \( b \) are given the values 1 and \( k \). This \( F \)-ratio will have the \( F_{q,m-p-q} \) distribution under \( H_q \) and the usual power function under the alternatives. The procedure in Section 4 extends immediately; a general class of similar regions \( C_\alpha \) exists and its construction is almost identical to the \( P_1 \) construction. Among tests having regions belonging to \( C_\alpha \), a best test in the Wald sense [6] exists and is the one described at the beginning of this paragraph.

If the ratios \( b/a \) are not constant corresponding to the \( q \) pairs of regression coefficients, the following procedure gives an exact test for small samples. Calculate the numerators for the \( t \)-ratios as described in Section 5. Also calculate the sums of squares and products as used in formulas (5.1) and (5.2). Partition these sums of squares and products into \( q \) sets having \( n_1, \ldots, n_q \) degrees of freedom \( (\sum n_i = m - p - q) \). Next evaluate \( q t \)-ratios using for the \( i \)th denominator the expression

\[
\sqrt{a_i SS_y(n_i) + 2(a_i b_i)^4 SP_y(n_i) + b_i SS_x(n_i)}/n_i
\]

From each \( t^2_i \) using \( F \) tables with 1 and \( n_i \) degrees of freedom, calculate \( p_i \) the probability of a larger value of \( t^2_i \) under \( H_q \). Under \( H_q \) each \( p_i \) will be uniformly and independently distributed \([0, 1]\). \( \chi^2 = \sum t^2_i - 2 \ln p_i \) can then be used as a test criterion; under \( H_q \) \( \chi^2 \) has a \( \chi^2 \) distribution with \( 2q \) degrees of freedom and under alternative hypothesis large values of \( \chi^2 \) become relatively more likely. See Fisher [5]. For tests of this type the power curve along the axes of \( d_1, \ldots, d_q \) in the parameter space depends respectively and only on \( n_1, \ldots, n_q \) (see Barankin [1] p. 435). Using considerations similar to those used to justify the principle of invariance, it seems reasonable to maximize the lowest curve; that is, we choose the smallest value of \( n_i \) as large as possible. We therefore choose \( n_i = \)
\[ m - p - q/q \] for as many \( i \) as possible subject to the remaining \( n_i \) satisfying \( n_i = [m - p - q/q] + 1 \).

Other possible ways of combining individual tests are discussed in [7].
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