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Abstract
Motivated by genetic association studies of pleiotropy, we propose a Bayesian latent variable approach to jointly study multiple outcomes. The models studied here can incorporate both continuous and binary responses, and can account for serial and cluster correlations. We consider Bayesian estimation for the model parameters, and we develop a novel MCMC algorithm that builds upon hierarchical centering and parameter expansion techniques to efficiently sample from the posterior distribution. We evaluate the proposed method via extensive simulations and demonstrate its utility with an application to an association study of various complication outcomes related to type 1 diabetes. This article has supplementary material online.
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1 Introduction and Motivation

When the response variable of interest cannot be measured directly we often measure instead a set of surrogate outcomes. The effect of covariates on each observed outcome (also known
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as manifest variables) can be modelled directly, say via linear or generalized linear models, but the overall effect on the unobserved outcome of interest is difficult to assess. One solution is to use a latent variable (LV) formulation in which the outcome of interest is considered as an unobserved response and can be directly linked to the manifest variables and to the covariates (Bartholomew et al., 2011).

Initial applications of LV models focused on reducing the number of manifest variables to a smaller number of latent outcomes. Sammel and Ryan (1996) and Sammel and Ryan (1997) extended the LV methodology to allow covariates to have effects on both the manifest and latent variables. Roy and Lin (2000) discussed a LV approach for longitudinal data with continuous outcomes. Applications of LV modelling appear frequently in a wide spectrum of scientific studies in medicine (Sammel and Ryan, 1997), epidemiology (Sanchez et al., 2005), psychology (Engle et al., 1999) and economics (Kuttner, 1994), among many others.

Our own interest in latent variable models has been motivated by genetics association studies in which a single genetic factor influences multiple continuous or binary phenotypes which are, potentially, different manifestations of the same complex disease. This phenomenon, called pleiotropy, occurs for instance in genetic studies of type 1 diabetes (henceforth, T1D) where the primary and often conceptual phenotype (e.g., disease severity) may not be directly measured and cannot be characterized by one single phenotype. Instead, subjects may exhibit different levels of renal, retinal and cardiovascular deterioration. The joint analysis of these surrogate outcomes will increase the statistical efficiency and enhance discovery of genetic risk factors.

An added characteristic of many emerging large-scale genetic studies is the collection of repeated measures over time for clustered units. In genetics the clusters are generally defined by the pedigree/familial structure and are thus assumed known. The longitudinal family studies combine the features of longitudinal studies in independent individuals and studies using single-time-point phenotype measures in families, providing more information about the genetic and environmental factors associated with the traits of interest than cross-sectional studies (Burton et al., 2005). However, joint modeling of multiple phenotypes using longitudinal family data involves non-trivial statistical and computational challenges because of the complex correlations that exist between different phenotypes (the phenotypical
correlation), between repeated measures from the same phenotype (the serial correlation) and between individuals within the same family/cluster (the familial correlation).

We consider Bayesian methods that rely on LV models to jointly study multiple correlated outcomes in the presence of serial and cluster correlations. One of the paper’s contributions is to generalize the work of Roy and Lin (2000) to longitudinal family data that exhibit serial and cluster dependence structures. We discuss the effects of ignoring the cluster dependence on the inference for the parameters of interest. We also consider mixed responses that include both binary and continuous phenotypes occurring in unbalanced sampling designs in which the number of observations and the lengths of time intervals between observations vary across subjects.

The Bayesian model we use raises important computational challenges because the posterior distribution is not analytically tractable and, moreover, the standard Markov chain Monte Carlo (MCMC) algorithm used to sample the posterior is inefficient. Another main contribution of the paper consists of developing alternative algorithmic designs that improve the sampling efficiency. The MCMC sampler proposed here relies on hierarchical centering and parameter expansion techniques (Gelfand, 1995; Liu and Wu, 1999; Meng and van Dyk, 1999; Hobert and Marchev, 2008; Gelman et al., 2008) to improve computational performance.

The rest of the paper is organized as follows. Section 2 details the LV model in a general setting. Section 3 presents a Bayesian estimation for the model parameters and a novel MCMC algorithm designed to sample the posterior distribution efficiently. Section 4 shows results from extensive simulation studies, and Section 5 applies the proposed method to a genetic association study of T1D complications. Section 6 concludes with recommendations and further discussions.

2 Statistical Model

We consider here a population of clustered items which are measured repeatedly in time. The hierarchical structure of a random sample involves $C$ known clusters, $N_c$ items within the $c^{th}$ cluster and $K_{ci}$ repeated measurements for the $i^{th}$ item from the $c^{th}$ cluster. Let $Y_{cik} = (y_{cik1}, \ldots, y_{cikJ})^T$ be the $J \times 1$ vector of outcomes (or manifest variables) measured
at the $k^{th}$ time point on the $i^{th}$ item from the $c^{th}$ cluster, for $c = 1, 2, \ldots, C$, $i = 1, 2, \ldots, N_c$, $k = 1, 2, \ldots, K_{ci}$. Among the $J$ outcomes, $\mathbf{Y}^c_{ci} = (y^c_{ci1}, \ldots, y^c_{ciJ})^T$ are continuous and $\mathbf{Y}^b_{ci} = (y^b_{ciJ1+1}, \ldots, y^b_{ciJ})^T$ are binary.

Let $U_{ci}$ be the LV that represents the underlying overall response which aggregates the partial information brought by each of the $J$ manifest variables and $U_{ci} = (U_{ci1}, \ldots, U_{ciK_{ci}})^T$ be the vector of the longitudinal LV at times $t_{ci} = (t_{ci1}, \ldots, t_{ciK_{ci}})^T$.

In the first part of the LV model, a continuous response $y^c$ is linked to the latent trait $U$ via a linear mixed model

$$y^c_{cijk} = \beta_{0j} + W^T_{ci} \beta_j + \lambda_j U_{ci} + b_{cij} + e_{cikj}, \quad (2.1)$$

where $e_{cikj} \overset{iid}{\sim} N(0, \sigma^2_j)$, $W_{ci}$ is a $p_1$-dimensional vector of covariates that have direct effects on the response (also called direct fixed-effect covariates) and $\lambda_j$ is the factor loading that represents the effect of the LV on the $j^{th}$ response. When all $\lambda_j$ are equal to 1, model equation (2.1) is reduced to a mixed effect model. The random component $b_{cij}$ captures the cluster-specific within-subject serial correlations. We assume $b_{cij} \overset{iid}{\sim} N(0, \tau^2_j)$, and $e_{cikj}$ and $b_{cij}$ are mutually independent for $c = 1, \ldots, C$, $i = 1, \ldots, N_c$, $k = 1, \ldots, K_{ci}$ and $j = 1, \ldots, J$.

If a response is binary, a generalized linear mixed model is assumed,

$$\mu_{cikj} = \beta_{0j} + W^T_{ci} \beta_j + \lambda_j U_{ci} + b_{cij}, \quad (2.2)$$

with a probit link,

$$E[y^b_{cijk} | \mu_{cikj}] = p(y^b_{cijk} = 1 | \mu_{cikj}) = \Phi(\mu_{cikj}). \quad (2.3)$$

The second part of the LV model specifies the effect of $X_{ci}$, a set of variables that are of primary interest, on the latent variable $U$ via a linear mixed model. Elements in $X$ are also called indirect fixed-effect covariates because their effects on the response $Y$ are carried out via the effect of the latent variable $U$ on $Y$ in (2.2) or (2.3).

To reflect the correlation implied by the relatedness of individuals within families, we follow the specification of the linear mixed model for family data proposed by Jamsen et al. (2010):

$$U_{ci} = X_{ci} \alpha + Z^T_{(g)ci} \otimes 1_{K_a} g + Z^T_{ci} \otimes 1_{K_a} a + \epsilon_{ci}, \quad (2.4)$$

where $\otimes$ denotes Kronecker product, $\epsilon_{ci} = (\epsilon_{ci1}, \ldots, \epsilon_{ciK_{ci}})^T$ is the vector of error terms and $X_{ci} = (X^T_{ci1}, \ldots, X^T_{ciK_{ci}})^T$ is a $K_a \times p_2$ design matrix for the fixed effects $\alpha$. The random effect
vectors \( \mathbf{a}_c = (a_{c1}, \ldots, a_{cN_c})^T \), \( \mathbf{g}_c = (g_{c1}, \ldots, g_{cN_c})^T \) account for genetic and environmental factors, respectively, and are independent of the error terms. Their distributions are modelled as \( \mathbf{g}_c \sim N_{N_c}(0, \sigma_g^2 I_{N_c}) \) and \( \mathbf{a}_c \sim N_{N_c}(0, \sigma_a^2 I_{N_c}) \). The indicator \( Z(p)_c \) is a \( N_c \times N_c \) matrix that identifies which related individuals share a common environment, while \( Z(c) \) is the Cholesky decomposition of the kinship coefficient matrix of the \( c \) th family, \( K_c \), i.e., \( Z(c)Z(c)^T = K_c \). We use \( Z(g)_ci \) and \( Z(c)_ci \) to denote the \( i \) th row of \( Z(g)_c \) and \( Z(c)_c \), respectively. For simplicity, we assume that \( g_{ci} = g_c \) for all \( i \) and \( c \), and \( Z(g)_c = 1_{N_c} \), i.e., all the related individuals within a family share a common environmental random effect. Thus, we specify the latent variable model as:

\[
U_{ci} = X_{ci}\alpha + g_c 1_{K_{ci}} + Z(c)_ci \otimes 1_{K_{ci}} \mathbf{a}_c + \epsilon_{ci}, \tag{2.5}
\]

When analyzing pleiotropic effects, the covariate of primary interest is the genotype at a genetic marker. In such a setting, pleiotropy is detected if both the \( \alpha \)-component corresponding to the effect of genetic marker on the LV and multiple \( \lambda \)s are significant.

To handle the unequally-spaced measurements, we assume that the within subject serial correlation of the latent variable \( U \) is due to auto-regression (Diggle et al., 1994) and \( \epsilon_{ci}(t) \) is a continuous-time Gaussian process with

\[
E(\epsilon_{ci}(t)) = 0, \ Var(\epsilon_{ci}(t)) = \sigma^2_\epsilon, \ cov(\epsilon_{ci}(t_r), \epsilon_{ci}(t_k)) = \sigma^2_\epsilon \rho^{|t_r - t_k|}, \tag{2.6}
\]

where \( 0 < \rho < 1 \) is the correlation coefficient between the within subject error terms that are one time unit apart i.e., we assume that \( \epsilon_{ci} \sim N_{K_{ci}}(0, \sigma^2_\epsilon H_{ci}) \), where \( H_{ci} \) is a \( K_{ci} \times K_{ci} \) matrix with the \((r,k)\)th entry equal to \( \rho^{|t_r - t_k|} \). Note that if \( h \in \mathbb{R}\setminus\{0\} \) is an arbitrary non-zero constant, then one can rewrite equation (2.1) as

\[
y_{ci}^k = \beta_0 + \mathbf{W}_{ci}^T \beta + \lambda_j h^{-1} h U_{ci} + b_{ci} + \epsilon_{ci}^k, \tag{2.7}
\]

implying that without any restriction on \( \lambda \) or the variance of \( \epsilon_{ci} \), an infinite number of equivalent models can be created. A similar phenomenon appears in the binary response case. In order to avoid unidentifiability, we assume that i) \( \sigma_\epsilon = 1 \); ii) \( \lambda_j \geq 0 \); iii) the set of direct covariates used in (2.2), or (2.3), and the set of indirect covariates used in (2.5) are disjoint and iv) the equation (2.5) does not contain a fixed intercept.

Splitting the available covariates into two disjoint sets that correspond to direct and indirect effects is a delicate step in establishing the LV model. As far as we know, there
are no general diagnostic tools available to guide us in this respect. Sammel and Ryan (1996) suggested to include the covariates of primary interest in the indirect effect set and the covariates that are of secondary importance in the direct effect set. In our applications, we want to include as many covariates as possible in the indirect effect set so that we can investigate their association with the LV. A larger indirect set of covariates also implies a parsimonious model (Khatab and Fahrmeir, 2009) which, in the Bayesian context considered here, leads to a reduction of the computational effort required to sample from the posterior distribution. This matter is complicated by the lack of symmetry observed when moving covariates from the indirect to the direct set and vice versa. Specifically, suppose that we define $U^*_{cik} = U_{cik} - X_{cik} \alpha$ and then we use $U^*_{cik}$ as the LV in (2.1) and (2.2). One can see that this switching of $X$ from the indirect to the direct set leads to an equivalent model. However, switching covariates from direct to indirect effect does not lead to an equivalent model and may produce different conclusions. Simulations performed in Xu (2012) show that model misspecification achieved by transferring a direct effect to the indirect effect set produces a significant increase in the deviance information criterion (DIC, Spiegelhalter et al., 2002) value. Due to these findings, our strategy for the separation of covariates into direct or indirect set is based on scientific reasoning, inferential focus as well as the comparison of DIC differences between the model that includes all the covariates in the direct effect set and the model that move the investigated covariate into the indirect effect set. Large increases in the DIC value will suggest that it may be more suitable to include the covariate in the direct effect set. An illustration of this principle is presented in Section 5.

2.1 Effects of Ignoring Cluster Correlation

A variable measured on units that belong to the same cluster is expected to yield dependent values. In practice, in order to reduce the analytic complexity and computational burden, one may choose to assume independence and apply existing methods (e.g. Roy and Lin (2000)). However, ignoring the cluster dependence structure may result in biased inference for the model parameters. To crystallize the discussion, we assume a simplified case where the responses are all continuous and there are no repeated measures. The LV model becomes

$$y_{cij} = \beta_0 + W_{cij}^T \beta_j + \lambda_j U_{ci} + \epsilon_{cij}, \quad \text{and} \quad U_{ci} = X_{ci}^T \alpha + g_c + Z_{ci}^T a_c + \epsilon_{ci},$$
where \( c = 1, \ldots, C, \ i = 1, \ldots, N_c \) and \( j = 1, \ldots, J \) with independent error terms \( e_{ci} \sim N(0, \sigma_c^2) \) and \( \epsilon_{ci} \sim N(0, \sigma_c^2) \) and \( \alpha_c \sim N(0, \sigma_a^2 I_{N_c}) \).

The variance of the \( j^{th} \) response for individual \( i \) in family \( c \) can be decomposed in terms of the model parameters as:

\[
Var(y_{ci}) = \sigma_j^2 + \lambda_j^2 \left[ \sigma_g^2 + (K_c)_{ii} \sigma_a^2 + 1 \right],
\]

(2.8)

where \((K_c)_{ii}\) is the \((i,i)^{th}\) entry of the kinship coefficient for family \( c \), which is equal to 0.5 for all \( i \) and \( c \).

Suppose that we ignore the cluster correlation in the data and propose the model

\[
y_{hj} = \beta_{0j} + W_h^T \beta_j + \tilde{\lambda}_j \tilde{U}_h + e_{hj}, \quad \text{and} \quad \tilde{U}_h = X_h^T \tilde{\alpha} + \epsilon_h,
\]

where \( h = 1, \ldots, N \) and \( N \) is the total sample size. In this case, the variance of the \( j^{th} \) response for individual \( h \) is decomposed as

\[
Var(y_{hj}) = \sigma_j^2 + \tilde{\lambda}_j^2.
\]

Comparing (2.8) and (2.9), it is easy to see that \( \tilde{\lambda}_j > \lambda_j \) (since they are constrained to be non-negative) and \( |\tilde{\alpha}| = \frac{\lambda_j}{\lambda_i} |\alpha| < |\alpha| \) due to the fact that \( \sigma_g^2 + 0.5 \sigma_a^2 + 1 > 1 \). Therefore, ignoring cluster correlation can lead to significant underestimation of the absolute value of \( \alpha \), the effect of a covariate on the LV, and overestimation of the value of \( \lambda \), the effect of the LV on the response in the first part of the LV model. This is consistent with what’s reported in the statistical genetics literature in other settings of association studies (e.g., Thornton and McPeek, 2010). With longitudinal data we observe similar pattern of bias for the estimations of \( \alpha \) and \( \lambda \), and the simulations in Section 4 show that the bias can be substantial.

### 3 Bayesian Model and Computation

The data in our model contain the observed continuous and binary outcomes \( Y \), the direct fixed-effect covariates \( W \), the indirect fixed-effect covariates \( X \), and the kinship coefficient related matrix \( Z \). The vector of parameters of interest is \( \Theta = (\beta_0, \beta, \alpha, \lambda, \tau^2, \sigma^2, \sigma_a^2, \sigma_g^2, \rho)^T \)

where \( \beta_0 = (\beta_{01}, \ldots, \beta_{0J})^T, \beta = (\beta_1^T, \ldots, \beta_J^T)^T \) with \( \beta_j = (\beta_{j1}, \ldots, \beta_{jp})^T, \alpha = (\alpha_1, \ldots, \alpha_{p_2})^T, \)

\( \tau^2 \) and \( \rho \) are the variance and correlation parameters, respectively.
\( \lambda = (\lambda_1, \ldots, \lambda_J)^T, \tau^2 = (\tau_1^2, \ldots, \tau_J^2)^T \) and \( \sigma^2 = (\sigma_1^2, \ldots, \sigma_J^2)^T \). The intractability of the posterior requires the use of MCMC algorithms for statistical inference. Unfortunately, the commonly used priors in probit and linear mixed effects models and a standard sampling scheme lead to a torpidly mixing chain. In the next section, we discuss algorithmic modifications and related prior specifications. The MCMC algorithm follows the data augmentation (DA) principle of Tanner and Wong (1987) and sample alternatively from the posterior distribution given the complete data and from the conditional distribution of the auxiliary data (LV, random effects) given the observed data and the parameter values. We discuss separately the implementation for continuous and binary responses since the modifications to the vanilla DA are different in the two cases.

### 3.1 Parameter Expanded Data Augmentation for Continuous Responses

When conditional conjugate priors are defined for the model parameters, one can use a standard Gibbs (SG) sampler, in which most of the parameters are drawn from their posterior conditional distribution given random effects and all other parameters. For the serial dependence parameter \( \rho \), there is no conjugate prior and the posterior conditional distribution cannot be sampled directly so the chain’s updates for \( \rho \) are done using a Metropolis-Hastings transition kernel.

Due to high dependence between the components of the Markov chain corresponding to the parameter vector \( \Theta \) and the missing and latent data vector \( M \), we observe a very slow mixing of the chain. Some degree of improvement can be obtained by using hierarchical centering (HC) (Gelfand, 1995). The HC technique moves the parameters up the hierarchy via model reformulation. Specifically, in equation (2.1) we shift \( \beta_{0j} \) up the model hierarchy to be the mean of the random effect \( b \) and \( U \) so that the new random effect and the new latent variable are \( b^{*}_{cij} = \mu_{b} + \lambda_{j} * \mu^{*} \) and \( U^{*}_{cik} = \mu^{*} + \mu^{*} + c_{ik} \), respectively, and \( \beta_{0j} = \mu_{b} + \lambda_{j} * \mu^{*} \).

Another general strategy devised to overcome the slow convergence problem of Gibbs algorithms is parameter expansion (PX) (Meng and van Dyk, 1999; Liu and Wu, 1999). The idea behind PX is to introduce auxiliary parameters and/or latent variables in the model and average over all their possible values in order to produce inference for the original
model of interest. As demonstrated by Meng and van Dyk (1999) and Liu and Wu (1999), this apparently circuitous strategy can be highly beneficial, because the larger parameter space allows the Markov chain to move more freely and breaks the dependence between its components. The successful implementation of parameter expansion depends highly on the particular scheme being used.

3.1.1 The PX-HC Algorithm for Continuous Outcomes

We introduce auxiliary parameters \( \xi = \{\xi_j : 1 \leq j \leq J\} \), \( \mu^* \in \mathbb{R} \) and \( \psi \in \mathbb{R} \) and define the following parameter-expanded with hierarchical centering (PX-HC) model:

\[
g_{cikj}^e = W_{cik}^T \beta_j + \lambda_j^* U_{cik}^* + \xi_j b_{cij}^* + e_{cikj}, \quad \text{with} \quad (3.1)
\]

\[
U_{ci}^* = \mu^* 1_{K_{ci}} + X_{ci} \alpha^* + g_c^* 1_{K_{ci}} + Z_{ci}^T \otimes 1_{K_{ci}} a_c^* + e_{ci}^*, \quad (3.2)
\]

where \( b_{cij}^* \sim N(\mu_{b_j}^*, \tau_j^{*2}) \), \( g_c^* \sim N(0, \sigma_g^{*2}) \), \( a_c^* \sim N_{N_c}(0, \sigma_a^{*2} I_{N_c}) \) and \( e_{ci}^* \sim N_{K_{ci}}(0, \psi^2 H_{ci}) \). The parameters in the original and the expanded model are connected through the following linear transformations that depend on the auxiliary parameters:

\[
\alpha = \alpha^*/\psi, \quad U_{cik} = (U_{cik}^* - \mu^*)/\psi, \quad \sigma_a^2 = \sigma_a^{*2}/\psi^2, \quad \sigma_g^2 = \sigma_g^{*2}/\psi^2, \quad \lambda_j = \lambda_j^*/\psi, \quad \beta_j = \mu_{b_j}^* \xi_j + \lambda_j^* \mu^*, \quad \tau_j^2 = \xi_j^2 \tau_j^{*2}, \quad \text{for all } 1 \leq j \leq J.
\]

The parametrization of the PX-HC model is mathematically redundant and renders some of the parameters of the extended model unidentifiable. However, this strategy has been shown to improve the computational efficiency of the MCMC algorithms designed to sample from the posterior distribution of the original model (Ghosh and Dunson, 2009; Gelman et al., 2008). A significant improvement in computational efficiency is achieved when the estimates of the original parameters are obtained indirectly by the above parameter transformation, as compared to direct estimation.

In order to maintain the ability to sample from the conditional posterior distribution in the expanded model, conjugate priors must be used also for the auxiliary parameters. These conjugate priors along with the transformations above, lead to specific priors for the parameters defined in the original model. The absolute value of a t-distributed random variable will have a folded-t distribution (Gelman, 2006). The priors of the parameters \( \tau \)
and $\lambda$ belong to this class since $\text{Var}(b_{eij}^*) = \tau_j^2$ in our PX-HC model and $\text{Var}(b_{eij}) = \tau_j^2$ in the original model which implies $\tau_j = |\xi_j|\tau_j^*$. When the conditional conjugate normal and inverse-Gamma prior are applied to $\xi_j$ and $\tau_j^2$, respectively, the resulting prior for $\tau_j$ is the folded-t distribution. Similarly, since $\lambda_j = \lambda_j^*\psi$, a half normal prior assigned to $\lambda_j^*$ and inverse-Gamma prior to $\psi^2$ will result in a folded-t prior for $\lambda_j$. Other authors have discussed the suitability of folded-t priors in mixed effects and factor analysis models. For instance, Gelman (2006) noted the added flexibility and improved behaviour when random effects are small, and Ghosh and Dunson (2009) suggested the use of folded-t priors for the factor loadings in a factor analysis setting.

We consider independent and conjugate priors for the PX-HC model parameters $\Theta^* = (\mu_b^* , , \mu^*, \alpha^* , , \beta , \sigma^2_g , \sigma^2_a , , \psi, \tau^2 , \lambda^*, \xi, \rho)^T$ as follows:

1. $\mu_b^* \text{iid} \sim N_J(0, 1000I_J)$, $\mu^* \sim N(0, 1000)$, $\alpha^* \text{iid} \sim N_{p_2}(0, 1000 * I_{p_2})$.

2. $\beta_j \text{iid} \sim N_{p_1}(0, 1000 * I_{p_1})$, $\xi \text{iid} \sim N_J(0, 1000 * I_J)$, $\rho \sim \text{Uniform}(0, 1)$.

3. $\sigma^2_j \text{iid} \sim IG(0.1, 0.1)$, for $1 \leq j \leq J$, $\sigma^2_a \sim IG(0.1, 0.1)$, $\sigma^2_g \sim IG(0.1, 0.1)$.

4. $\psi^2 \sim IG\left(\frac{v_1}{2}, \frac{v_1}{2}\right)$, $\tau^2_j \text{iid} \sim IG\left(\frac{v_2}{2}, \frac{v_2}{2}\right)$, where $v_1$ and $v_2$ are the hyperparameters representing the degrees of freedom (df) of the induced folded-t priors for $\lambda_j$ and $\tau_j$, respectively, for all $1 \leq j \leq J$. Throughout we set $v_1 = v_2 = 1$.

5. If $TN_+(\mu, \sigma^2)$ denotes the normal distribution with mean $\mu$ and variance $\sigma^2$ restricted to $(0, \infty)$ then

$$\lambda_j^* \sim TN_+(0, 1),$$

for each $j = 1, \ldots, J$. As $\lambda_j = \psi\lambda_j^*$ there is no loss of generality in assuming a priori that $\text{Var}(\lambda_j^*) = 1$ because then $V\text{ar}(\lambda_j) = \psi^2$.

With these assigned priors, all parameters with the exception of $\rho$ have conditional posterior distributions that can be sampled directly. For $\rho$ we use the reparametrization $\eta = \log(\frac{\rho}{1-\rho})$. The $\eta$ component of the Markov chain is updated using a random walk Metropolis-Hastings kernel with proposal $N(\eta_{old}, v^2)$, where $v^2$ is tuned so that an acceptance rate between 20-40% is obtained. The supra-index denotes the iteration of the chain, e.g. $\beta_j^{(m)}$ are the states.
at iteration $m$ of those components of the chain that correspond to $\beta_j$. The key steps in updating the algorithm’s Markov chain at iteration $m - 1$ are:

**Step A:** Draw $\Theta^{*(m)}$ from $f(\Theta^*|\mathbb{M}^{*(m-1)}, y^c)$,

**Step B:** Draw all latent variables $\mathbb{M}^{*(m)}$ from $f(\mathbb{M}^*|\Theta^{*(m)}, y^c)$, which involves sampling

\[ \mathbb{M}^* = (U^*, b^*, g^*, a^*)^T. \]

After all samples are collected, we transform $\Theta^{*(m)}$ back into $\Theta^{(m)}$, the vector of parameters defined by the original model. The sampling steps involved in **Step A** and **Step B** are included in the Appendix, part of the online supplementary material.

### 3.2 Parameter Expanded DA for Mixed Responses

Suppose that the response vector includes both continuous and binary random variables. Without loss of generality, we assume that the first $J_1$ outcomes are continuous and the remaining ones are binary. In order to address concerns involving the MCMC mixing similar to those in the continuous response case, we define the model

\[ y^c_{cikj} = W^T_{cik} \beta_j + \lambda^*_j U^*_{cik} + \xi^*_j b^*_{cij} + e_{cikj}, \quad 1 \leq j \leq J_1, \tag{3.3} \]

\[ p(y^b_{cikj} = 1) = \Phi(W^T_{cik} \beta_j + \lambda^*_j U^*_{cik} + \xi^*_j b^*_{cij}), \quad J_1 + 1 \leq j \leq J, \tag{3.4} \]

\[ U^*_{ci} = \mu^*_{ki} + X_{ci} \alpha^* + g^*_c 1_{K_{ci}} + Z^T_{ci} \otimes 1_{K_{ci}} a^*_{ci} + e^*_{ci}, \tag{3.5} \]

where $b^*_{cij} \sim N(\mu_{bij}, \tau^2_j)$, $g^*_c \sim N(0, \sigma^2_g)$, $a^*_{ci} \sim N_{N_c}(0, \sigma^2_a I_{N_c})$, $e^*_{ci} \sim N_{K_{ci}}(0, \psi^2 H_{ci})$. The prior distributions are the same as in the continuous case for all parameters in (3.3) and (3.5).

In addition, for each $j = J_1 + 1, \ldots, J$ we set

\[ \beta_j \overset{iid}{\sim} N_{p_1}(0, 1000 * I_{p_1}), \quad \lambda^*_j \overset{iid}{\sim} N(0, 1)1_{\{\lambda^*_j > 0\}}, \quad \xi^*_j \overset{iid}{\sim} N(0, 1000). \]

The form of the probit regression (3.4) leads to conditional posterior distributions that are not available in closed form and thus hinders a direct implementation of the Gibbs sampler. A solution is the DA scheme proposed by Albert and Chib (1993) in which the augmented data $y^b_{cikj} \sim N(\mu_{cikj}, 1)$ is the Gaussian missing variable whose sign is reported by $y^b_{cikj}$ i.e., $y^b_{cikj} = 1_{\{y^b_{cikj} > 0\}}$. The conditional posteriors corresponding to this expanded model (with
the exception of $\rho$) can be directly sampled from. However, in the model defined by equation (3.3)—equation (3.5) we have noticed that $y_{cikj}^{bs}$ and some of the model parameters are highly dependent a posteriori causing the torpid mixing of the chain. Conditional on the auxiliary variables $y_{cikj}^{bs}$, the posterior conditional distributions are similar to those encountered in the previous section and thus may yield similar bottlenecks. In addition, since the responses $y_{cikj}^{bs}$ are not observed, we need an additional level of parameter expansion. We introduce another working parameter $\gamma = (\gamma_{J_1+1}, \ldots, \gamma_J)^T \in \mathbb{R}^{J-J_1}$, a one-to-one mapping $\tilde{y}_{cikj}^{bs} = \gamma_j y_{cikj}^{bs}$ and set $\tilde{\beta}_j = \gamma_j \beta_j$, $\tilde{\lambda}_j = \gamma_j \lambda_j^*$ and $\tilde{\xi}_j = \gamma_j \xi_j$. A priori, $\gamma_{J_1+1}, \ldots, \gamma_J$ are iid with prior distribution $\text{IG}(0.1,0.1)$. In our simulations, the choice of the hyperparameter values for the working parameter priors does not influence the performance of the parameter-expanded samplers.

The resulting doubly parameter-expanded with hierarchical centering (PX$^2$-HC) algorithm corresponds to Scheme 3 of van Dyk and Meng (2001). As suggested by a referee, Scheme 2 of van Dyk and Meng (2001) can be implemented by averaging out some of the added parameters in the model, but in our simulations this modification did not bring any improvement in efficiency.

Note that when adding the second layer of parameter expansion we do not alter the prior distributions for $(\beta, \lambda^*, \xi)$ so that they preserve their conjugacy properties. Therefore, the conditional priors given $\gamma_j^2$ for the transformed parameters $\tilde{\beta}_j$, $\tilde{\lambda}_j$ and $\tilde{\xi}_j$ are $N_p(0, \gamma_j^2 \Sigma)$, $N(0, \gamma_j^2 1_{(\gamma_j^2 > 0)}$, and $N(0, 1000 \gamma_j^2)$, respectively. Below we summarize the $m$th iteration in the Gibbs sampling algorithm, and we provide a complete description in the online Appendix.

**Step C:** If $1 \leq j \leq J_1$ then for all parameters and latent variables that are conditionally independent of the binary outcomes (specifically, $\{(\lambda_j^*, \beta_j, \xi_j, b_{cij}^*, \sigma_j^2) : 1 \leq j \leq J_1\}$, $\psi$, $\alpha^*, \alpha^*, g^*, \mu^*, \mu_b^*, \sigma_a^{*2}, \sigma_g^{*2}, \tau^*, \rho$) we use the same updating distributions as for the continuous response model.

**Step D:** For $j = J_1 + 1, \ldots, J$, draw

$$y_{cikj}^{bs(m)} \sim \begin{cases} TN_+ (\mu_{cikj}^{s(m)}, 1), & \text{if } y_{cikj}^b = 1 \\ TN_- (\mu_{cikj}^{s(m)}, 1), & \text{if } y_{cikj}^b = 0 \end{cases},$$

where $\mu_{cij}^{s(m)} = W_{cikj}^T \gamma_j^{(m-1)} + \lambda_j^{* (m-1)} U_{cikj}^{* (m-1)} + \xi_j^{(m-1)} b_{cij}^{* (m-1)}$. Transform $y_{cikj}^{bs}$ to $\tilde{y}_{cikj}^{bs}$ via
\[ \tilde{y}_{cikj}^n = \gamma_j y_{cikj}^n. \]

The order of updating \((\beta_j^{(m)}, \lambda_j^{(m)}, \xi_j^{(m)}, \gamma_j^{(2(m))})\) involves sampling first \(\gamma_j^{(2(m))}\) and then \((\tilde{\beta}_j^{(m)}, \tilde{\lambda}_j^{(m)}, \tilde{\xi}_j^{(m)})\) from their conditional densities.

We set \(\beta_j^{(m)} = \tilde{\beta}_j^{(m)} / \gamma_j^{(m)}\), \(\lambda_j^{(m)} = \tilde{\lambda}_j^{(m)} / \gamma_j^{(m)}\), and \(\xi_j^{(m)} = \tilde{\xi}_j^{(m)} / \gamma_j^{(m)}\) and then we continue updating all the other parameters and latent variables as detailed in the online Appendix.

After all samples are collected we transform back the vectors of parameters for the PX\(^2\)-HC model to the vector of parameters used in the original model.

### 4 Simulation Studies

In our simulations we set out to explore the performance of our methods in the most general settings in which we have clustered data measured longitudinally at unequally spaced time points. We consider 100 families (clusters) with similar pedigree structure as the one specified in Jiang and McPeek (2014), but having the number of children in the third generation varying from one to five with probability \{20%, 40%, 30%, 7%, 3%\}, respectively. An example of the pedigree structure is shown in Figure 2. For each individual, we assume that the probability of being observed longitudinally \{1, 2, 3, 4\} times is \{10%, 30%, 30%, 30%\}. The time of first measure is set as \{0, 1, 1.5, 2\} with probability \{50%, 20%, 20%, 10%\}, respectively. The length of time between two consecutive measures is \{1, 2, 3, 3.5\} with probability \{50%, 20%, 20%, 10%\}, respectively, resulting in an unbalanced design. The serial dependence is modelled via equation (2.6). The code is included in the online supplementary material.

We have run the three algorithms considered, SG, PX-HC and PX\(^2\)-HC on two simulation models. In both studies, we assume that there is only one direct effect covariate following a \(N(0, 1)\) distribution. We also assume that there are two indirect effect covariates in the model, with the first one following a \(N(0, 1)\) distribution and the second one being the genotype of the SNP under study. The individual genotypes are generated using an additive genetic model with the Minor Allele Frequency (MAF) set to 0.3. The genotypes of the founders from the 100 families follow Hardy Weinberg Equilibrium (HWE) and alleles pass to next
generation according to Mendel’s law of segregation. The parameter values for each model were chosen as follows:

M1 We consider $J = 3$ continuous response variables and set $\beta_0 = (5, 5, 5)$, $\beta_{11} = \beta_{12} = \beta_{13} = 1$, $\alpha_1 = -1$, $\alpha_2 = 1$, $\lambda = (5, 5, 5)$, $\tau^2 = (0.3, 0.3, 0.3)$, $\sigma^2_1 = \sigma^2_2 = \sigma^2_3 = 1$, $\sigma^2_a = 0.3$, $\sigma_g^2 = 0.3$, and $\rho = 0.3$.

M2 We consider $J = 4$ and we simulate $y_1, y_2$ as continuous and $y_3, y_4$ as binary responses.

We set $\beta_0 = (1, 1, 1, 1)$, $\beta_{1j} = 1$ for all $j = 1, \ldots, 4$, $\alpha_1 = -1$, $\alpha_2 = 1$, $\lambda = (2, 3, 1, 1)$, $\tau^2 = (0.6, 0.6, 0.6, 0.6)$, $\sigma^2_1 = \sigma^2_2 = \sigma^2_3 = 1$, $\sigma^2_a = 1$, $\sigma_g^2 = 1$, $\rho = 0.3$.

4.1 Graphical Evidence of Improvement

The improved mixing of the Markov chains corresponding to the modified algorithms can be noticed graphically from trace plots, autocorrelation plots and convergence diagnostic plots. In Figure 4 we compare the trace plots for $\alpha_1$, $\lambda_1$ and $\sigma^2_a$ using draws from the posterior under M2 obtained via the SG and PX²-HC algorithms. Additional trace plots for models M1 are included in the online Appendix. We have consistently observed that PX²-HC is more efficient than SG. The improvements brought by PX²-HC are more significant for those components of the SG chain that exhibit sluggish mixing and never slow down the components that are mixing well. The change brought by PX²-HC is clearly represented visually by the autocorrelation functions (ACF) which present the strength of dependence between successive Monte Carlo draws. This dependence plays an important role when assessing the Monte Carlo error of the samplers (Geyer, 1992; Flegal et al., 2008). Figure 1 shows the reduction in autocorrelation for two factor loadings ($\lambda_1$ corresponds to a continuous response and $\lambda_3$ to a binary one). Each plot contains 100 ACF curves obtained from 100 independent replicates of simulated data under scenario M2. The green curves represent the performance of PX²-HC with average ACF plotted in blue, while the SG counterpart curves are plotted in purple with their average represented by the red curve. The improved mixing influences also the convergence diagnostic plots. We have followed the general principles of Gelman and Rubin (1992) and ran in parallel 5 chains that were started at random points drawn from a highly spread out distribution. The diagnostic plots for model M1 and M2,
included in the Appendix, show the evolution of $R^2$ for factor loadings $\lambda_1$ and $\lambda_3$ based on draws obtained with the SG and PX-HC under scenario M1 and by SG and PX$^2$-HC under M2 (results for $\lambda_2$ and $\lambda_4$ are characteristically similar). It can be noticed that the modified algorithms have the $R^2$ approaching 1 earlier in the simulation process.

### 4.2 Efficiency comparison

In Tables 1-2 we report the gain in efficiency for $\alpha$, $\lambda$, and the random effect variances $\sigma^2_a$ and $\sigma^2_g$, when using PX-HC or PX$^2$-HC versus SG, in terms of root mean squared error (RMSE) and effective sample size (ESS). For comparing algorithms $A_1$ and $A_2$ we compute, for each parameter in the table,

$$\Delta_{\text{RMSE}}(A_1, A_2) = 100 \times \left( \frac{\text{RMSE}_{A_1} - \text{RMSE}_{A_2}}{\text{RMSE}_{A_1}} \right)$$

(4.1)

and

$$\Delta_{\text{ESS}}(A_1, A_2) = 100 \times \left( \frac{\text{ESS}_{A_2} - \text{ESS}_{A_1}}{\text{ESS}_{A_1}} \right)$$

(4.2)

For the parameters that do not appear in the table, the SG sampler performs well and no improvement has been noticed. The calculations are based on 100 independent replications of the analysis under each simulation scenario. The tables show small reductions in RMSE but great improvements in ESS. For some of the parameters the effective sample size is increased more than 10-fold. The size of ESS is important when an MCMC algorithm is run until the desired Monte Carlo standard deviation is achieved for each component of the chain. In other words, our improvements in ESS show that to achieve the same degree of precision, the SG sampler must be run 10 to 20 times longer. In a genetics study in which one has to repeat the analysis for a large number of candidate SNPs the improvement makes a big practical difference.

The increase in efficiency is dramatic for the loading factors which are of direct interest in genetic studies such as the ones described in Section 1, because precise estimates of $\lambda_j$ are required in order to detect pleiotropy. From Table 2 we find that the improvement for $\lambda_3$ and $\lambda_4$, which are the factor loadings of the binary outcomes, is not as impressive as the factor loadings corresponding to the continuous outcomes. This observation is consistent with the findings of Ghosh and Dunson (2009).
Table 1: Simulation results under model M1: parameter estimation comparison using SG and PX-HC. The last two columns show $\Delta_{\text{RMSE}}(\text{SG, PX-HC})$ and $\Delta_{\text{ESS}}(\text{SG, PX-HC})$, respectively. For the other parameters not included both improvement measures are in the range $(0, 5\%)$.

The improvement in computational performance translates into more precise inference. For instance, we have investigated its impact on the coverage of the 95% highest posterior density intervals (HpdI) for the $\lambda$s in continuous and mixed models (i.e., M1 and M2) and find that the parameter expanded samples yield HpdI’s with coverage rates closer to the nominal values than those constructed from SG samples. For example, under scenario M1, the empirical coverages of the 95% HpdI’s for $\lambda_1$, $\lambda_2$ and $\lambda_3$ are, respectively, $\{88\%, 89\%, 86\%\}$ for SG, while for the PX-HC algorithm the coverages jump to $\{93\%, 94\%, 93\%\}$. Illustrative plots of HpdI coverages for SG and PX algorithms under scenarios M1 and M2 are provided in the online Appendix.

Most of the SNPs considered in a genome-wide association study (GWAS) will not be associated with the LV, which means that frequency properties of Bayesian measures of significance are important in practice. We investigate the type I error of the proposed model when using 95% highest posterior density interval (HpdI) to assess the importance of the genetic effect $\alpha_2$. An effect is deemed significant if the 95% HpdI does not include zero. We have generated 100 independent replications based on scenario M2 except that $\alpha_2$ is set to
be zero and the value of MAF varies from 0.2 to 0.4. The empirical type I errors obtained are \{0.046, 0.045, 0.051\} for MAF={0.2, 0.3, 0.4}, respectively. In Figure 3, we report the 95% HpdI’s from 100 replicated data under \( H_0 : \alpha_2 = 0 \) and the empirical coverage of \( \alpha_2 = 0 \) is 96%.

If an exceedingly large number of SNPs are investigated, one may need to use a simpler screening method to reduce the number of candidates to less than 1000. The C program used to sample from the posterior (included in the online supplemental material) requires about 2.5 minutes to produce 25,000 samples with 100 pedigrees included in the study. Therefore, 1000 SNPs could be analyzed sequentially in two days. However, in this case a more stringent control of type I error must be used to declare significance. Although an extended simulation study about appropriate false discovery control goes beyond the scope of this paper, efficient sampling algorithms such as the one proposed here are critical to the inferential process.

### 4.3 Effect of Ignoring Family Structure.

In Simulation M2, we also compare the parameter estimates obtained from the model taking into account the familial dependence with the values assuming independence. The results presented in Table 3, are in agreement with the derivations in Section 2.1 and show that naively ignoring the family structure present in the data will cause over-estimation of the factor loadings and under-estimation of the absolute values of the fixed effects of important covariates on the LV.

### 5 Real Data Example: Genetic study of type 1 diabetes (T1D) complications.

Here we demonstrate the practical utility of the proposed LV method by investigating the blood pressure data from a genome-wide association study (GAWS) of various T1D complications (Paterson et al., 2010). The study sample consists of \( n = 1302 \) individuals with T1D from the Diabetes Control and Complications Trial (DCCT). Various phenotypes thought to be related to T1D complication severity, including glycosylated hemoglobin (HbA1c) and
Table 2: Simulation results under model M2: parameter estimation comparison using SG and PX²-HC. The last two columns show $\Delta_{RMSE}(SG, PX^2-HC)$ and $\Delta_{ESS}(SG, PX^2-HC)$, respectively. For the other parameters not included both improvement measures are in the range (0, 5%).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
<th>SG</th>
<th>PX²-HC</th>
<th>$\Delta_{RMSE}$</th>
<th>$\Delta_{ESS}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>-1.0</td>
<td>-1.003</td>
<td>0.024</td>
<td>-1.002</td>
<td>0.024</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>1.0</td>
<td>1.000</td>
<td>0.050</td>
<td>1.000</td>
<td>0.050</td>
</tr>
<tr>
<td>$\lambda$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda_1$</td>
<td>2.0</td>
<td>2.001</td>
<td>0.039</td>
<td>2.001</td>
<td>0.036</td>
</tr>
<tr>
<td>$\lambda_2$</td>
<td>3.0</td>
<td>3.001</td>
<td>0.060</td>
<td>3.002</td>
<td>0.057</td>
</tr>
<tr>
<td>$\lambda_3$</td>
<td>1.0</td>
<td>1.010</td>
<td>0.054</td>
<td>1.001</td>
<td>0.051</td>
</tr>
<tr>
<td>$\lambda_4$</td>
<td>1.0</td>
<td>1.017</td>
<td>0.062</td>
<td>1.009</td>
<td>0.057</td>
</tr>
<tr>
<td>$\sigma_a^2$</td>
<td>1.0</td>
<td>1.021</td>
<td>0.140</td>
<td>1.019</td>
<td>0.136</td>
</tr>
<tr>
<td>$\sigma_g^2$</td>
<td>1.0</td>
<td>1.024</td>
<td>0.188</td>
<td>1.022</td>
<td>0.190</td>
</tr>
</tbody>
</table>

Table 3: Simulation results under model M2: parameter estimation comparison for $\lambda$ and $\alpha$ between considering and ignoring the cluster correlation existing in the data.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>True</th>
<th>Considering cluster</th>
<th>Ignoring cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>bias    sd</td>
<td>RMSE</td>
</tr>
<tr>
<td>$\alpha$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>-1.0</td>
<td>0.006   0.023</td>
<td>0.024</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>1.0</td>
<td>-0.004  0.046</td>
<td>0.046</td>
</tr>
<tr>
<td>$\lambda$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda_1$</td>
<td>2.0</td>
<td>0.009   0.036</td>
<td>0.037</td>
</tr>
<tr>
<td>$\lambda_2$</td>
<td>3.0</td>
<td>0.016   0.054</td>
<td>0.056</td>
</tr>
<tr>
<td>$\lambda_3$</td>
<td>1.0</td>
<td>0.017   0.056</td>
<td>0.058</td>
</tr>
<tr>
<td>$\lambda_4$</td>
<td>1.0</td>
<td>0.008   0.058</td>
<td>0.058</td>
</tr>
</tbody>
</table>
diastolic (DBP) and systolic blood pressure (SBP), were collected from each subject over the course of the DCCT. Additional covariates such as sex and body mass index (BMI) were also collected, and individuals were from two different cohorts and subjected to two treatment types (conventional vs. intensive). Over 800K SNPs were genotyped by the Illumina 1M bead chip assay for these individuals. The data can be obtained via the database of Genotypes and Phenotypes (dbGap) Authorized Access website at https://dbgap.ncbi.nlm.nih.gov.

Because T1D is a complex disease with various complication measures (the observed phenotypes), it is of great interest to quantify the conceptual latent complication status, as well as to understand the influencing factors (both genetic markers and clinical covariates). It is also valuable to determine if the various observed phenotypes are truly associated with the latent variable. However, previous analyses have been limited to the standard single phenotype approach in which each phenotype is analyzed separately. For example, Ye et al. (2010) recently performed GAWS, separately, for DBP and SBP, two normally distributed outcomes, and they identified rs7842868 on chromosome 8 as a SNP significantly associated with DBP. Our goal here is to formally perform a multi-phenotype analysis, jointly analyzing the measured manifest variables using the proposed Bayesian LVM methodology. This approach allows us to determine if rs7842868 is associated with the latent conceptual T1D complication variable and to test if DBP and SBP are truly related to the LV. Of practical interest is whether there are other phenotypes such as hyperglycaemia (HPG) that could be included as manifest variables associated with the latent T1D severity variable. Therefore, we investigate three phenotypes, among which two are continuous (DBP and SBP) and one is binary (HPG = 1 for very high levels of glycaemia, i.e. Hb1Ac> 8, and = 0 otherwise). Besides clinical considerations, this choice also allows us to evaluate the proposed method for general traits as described in Section 3.1.

All the patients have consecutive quarterly visit measurements. The number of quarterly visits per patient ranges from between 2 and 10 with a median of 7 visits. Among the 1302 patients, 71 of them have less than five visits with one patient has only two visits, and the number of patients who have five to ten visits are {234, 337, 280, 141, 16, 223}, respectively. In this dataset, there is only one person in each family, therefore there is no familial correlation, but the proposed methodology can be used by assuming the cluster size
is equal to 1. Since we are dealing with independent individuals, we do not include random effects \( a_c \) and \( g_c \) so the LV model becomes

\[
U_i = X_i \alpha + \epsilon_i, \quad \forall 1 \leq i \leq n.
\]

We first consider rs7842868, a SNP found by Ye et al. (2010) to be associated with DBP. The set of available covariates includes BMI, sex, cohort, treatment and the genotype of the SNP. We generated ten bootstrap samples using each patient as a sampling unit, and compared the DIC differences between the model that includes all the covariates in the direct effect set and the model that moves the investigated covariate to the indirect effect set. Results show that BMI has a mean increase of DIC value 302.3, while other covariates have mean decreased DIC values: \{-0.73, -93.5, -62.3, -34.4\} for sex, cohort, treatment and genotype of SNP rs7842868, respectively. Combining the suggestions from clinicians along with the DIC statistics, we assumed that the direct effect covariates \( W \) include BMI, while the indirect covariates include sex, cohort, treatment, in addition to the genotype of SNP rs7842868.

Along with the Hpd\(I\), we also calculate log Bayes factor (logBF) to test whether the factor loading \( \lambda \) or the indirect effect \( \alpha \) is significant. The logBF is calculated using path sampling (PS) implemented with the parametric arithmetic mean path scheme (Lee and Song, 2002). The parametric path is constructed using a scalar \( s \in [0, 1] \) to link two models \( M_0 \) and \( M_1 \). For instance, to test the significance of \( \lambda_{j'} \), \( M_0 \) and \( M_1 \) correspond to the models having the factor loading vectors equal to \((\lambda_1, \ldots, \lambda_{j'-1}, 0, \lambda_{j'+1}, \ldots, \lambda_J)^T\) and \((\lambda_1, \ldots, \lambda_{j'-1}, \lambda_{j'} \lambda_{j'+1}, \ldots, \lambda_J)^T\), respectively. The latent variable part of the model is the same as defined in Equation 2.5 for both \( M_0 \) and \( M_1 \). The two models are linked up by models \( M_s \), \( 0 \leq s \leq 1 \), where the factor loading vector in \( M_s \) is equal to \((\lambda_1, \ldots, \lambda_{j'-1}, s\lambda_{j'} \lambda_{j'+1}, \ldots, \lambda_J)^T\). Gelman and Meng (1998) proved that:

\[
\log \frac{P(Y|M_1)}{P(Y|M_0)} = \int_0^1 E_{\Omega, \Theta}[U(Y, \Omega, \Theta, s)] ds, \quad (5.1)
\]

where \( \Omega \) is the vector of latent variables (including random effects), \( E_{\Omega, \Theta} \) denotes the expectation with respect to the distribution \( P(\Omega, \Theta|Y, s) \), and

\[
U(Y, \Omega, \Theta, s) = \frac{d}{ds} \log P(Y, \Omega|\Theta, s).
\]
To evaluate the integral in equation (5.1), we follow the procedure in Gelman and Meng (1998) and use 30 grid points ranging evenly from 0 to 1 so that \(s(0) = 0 < s(1) < s(2) < \ldots < s(G) < s(G+1) = 1\) and then estimate \(\log \text{BF}_{10}\) by

\[
\hat{\log \text{BF}}_{10} = \frac{1}{2} \sum_{g=0}^{G} (s_{g+1} - s_g)(\bar{U}_{g+1} + \bar{U}_g),
\]

(5.2)

where \(\bar{U}_g\) is the average of the values \(U(Y, \Omega, \Theta, s_g)\) over all the MCMC samples from \(p(\Omega, \Theta|Y, s_g)\). To estimate \(\log \text{BF}_{10}\), we first run the PX² – HC Gibbs sampling algorithm for each of the grid points and then calculate the values of the parameters under the original inference model and use them to compute \(\bar{U}\) (a method which is called Path Sampling with Parameter Expansion (PS-PX) by Ghosh and Dunson (2009)). Folded-t priors are used for \(\lambda_s\), induced through parameter expansion. Similar path sampling scheme is used to test the significance of the indirect effect \(\alpha\).

Table 4 shows that SNP rs7842868 is significantly associated with the latent variable with estimated logBF over 10 and the 95% HpdI does not cover 0. The factor loadings are equal to 7.519 for SBP and 5.709 for DBP with both estimated logBF bigger than 50, suggesting that SBP and DBP are significantly associated with the latent variable. The factor loading for HPG is only 0.019 and the estimated logBF is equal to -5.509. The evidence from both parts of the LV model show that rs7842868 has potential pleiotropic effect on the two blood pressures. Sex and cohort are also found to be significantly associated with the latent variable, but treatment is not. We then investigate rs1358030, a SNP found by Paterson et al. (2010) to be associated with HbA1c. Based on results in Table 4, there is no evidence that rs1358030 is significantly associated with the latent variable.

To further evaluate the proposed method, we simulate genotypes for two NULL SNPs that are not associated with the phenotypes of interest. One SNP has MAF equal to 0.25, the MAF of rs7842868, and the other one has MAF equal to 0.35, the MAF of rs1358030. As expected, no significant associations are detected.

We also fit the data using the Bayesian version of the model proposed by Roy and Lin (2000), extended so that it incorporates both continuous and binary outcomes. To satisfy the balanced design and equal-spaced time assumption of their model, only those outcomes from the first five consecutive quarterly visits are used, due to the high missing rate after the
fifth visit. For those patients who do not have all first five visits, we assume that the values are missing at random (MAR) and replace them with the means of all the other available measurements. The percentage of missing values in the first five weeks that need to be imputed is about 1.5%. The results are shown in the online Appendix. Comparing the results obtained, we notice that both models are consistent in detecting the significance of the association between the observed outcomes and the latent variables and between the covariates and the latent disease trait. However, the HpdIs of the estimated effects obtained from the proposed method are narrower than those of Roy and Lin (2000)’s method. This can avoid some ambiguities in interpreting the results. For instance, in the analysis of SNP rs7842868 both models suggest that the treatment has no effect on the LV, but the HpdI intervals produced by our and Roy and Lin (2000)’s methods are $(-0.125, 0.037)$ and $(-0.004, 0.263)$, respectively.

6 Discussion

We considered modifications of the standard Gibbs samplers in latent variable models with mixed outcomes. The motivation is provided by genetic studies of pleiotropy, but the scope of these models is much wider. The modifications we propose are aligned with recent efforts, theoretical and computational, on improving the efficiency of Gibbs samplers through parameter expansion techniques (Hobert and Marchev, 2008; Gelman et al., 2008). The modifications proposed here result in dramatic increases in effective sample sizes that can be 20 times higher than those produced by the standard algorithms for some of the models considered. Not all parameters benefit equally from the augmentation strategy proposed here, but for the genetic pleiotropy analyses that motivated this study the improvements brought by the new algorithm in estimating the regression coefficients of genotype ($\alpha$) and the factor loadings ($\lambda$) are of great importance. While we have not registered losses in Monte Carlo efficiency or effective sample size, we would like to continue searching for other auxiliary variable constructs that will impact all the parameters in the model. These efforts will be reported in future communications.

We have not expanded on issues related to model selection and variable selection. In
Section 5 we have relied on Bayes factors to base our inclusion/exclusion of a variable in/from the model. Alternative approaches, explored by Xu (2012), include spike-and-slab priors for the parameters in focus (e.g., $\lambda$’s and $\alpha$’s). The parameter expansion approach can be directly implemented in such setups with the folded-t prior distributions being replaced by mixtures of folded-t and point mass distributions.

The computational load of the proposed algorithms is still too high to perform a genome-wide search for pleiotropic genetic variants. The recent advances in parallel computing can partially alleviate this constraint. Alternatively, a two-stage approach can be used in which a simple and less stringent selection procedure is first used to select a moderate number of candidate variants for further investigation using the proposed method. The uncertainty inherited from the first-stage selection, however, must be accounted for in the models used in the second stage.
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Table 4: Application results. SNP rs7842868 was previously identified to be associated with diastolic blood pressure (DBP) and SNP rs1358030 was previously identified to be associated with HbA1c. Phenotypes of interest are DBP and systolic blood pressure (SBP), two continuous outcomes, and hyperglycemia (HPG, defined as HbA1c greater or equal to 8), a binary outcome. All phenotypes are thought to be related to type 1 diabetes complication severity. The coefficient $\alpha$ evaluate the association between the latent variable and the genetic marker and the other covariates of interest. See Section 6 and Table 1 for more details.

### Analysis of SNP rs7842868

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
<th>95% HpdI</th>
<th>logBF</th>
</tr>
</thead>
<tbody>
<tr>
<td>rs7842868</td>
<td>$\alpha_1$</td>
<td>-0.220 (-0.285, -0.154)</td>
<td>10.868</td>
</tr>
<tr>
<td>sex</td>
<td>$\alpha_2$</td>
<td>-0.657 (-0.738, -0.572)</td>
<td>71.831</td>
</tr>
<tr>
<td>cohort</td>
<td>$\alpha_3$</td>
<td>0.225 (0.148, 0.305)</td>
<td>6.840</td>
</tr>
<tr>
<td>treatment</td>
<td>$\alpha_4$</td>
<td>-0.046 (-0.125, 0.037)</td>
<td>-3.836</td>
</tr>
</tbody>
</table>

### Analysis of SNP rs1358030

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
<th>95% HpdI</th>
<th>logBF</th>
</tr>
</thead>
<tbody>
<tr>
<td>rs1358030</td>
<td>$\alpha_1$</td>
<td>0.027 (-0.047, 0.106)</td>
<td>-4.639</td>
</tr>
<tr>
<td>sex</td>
<td>$\alpha_2$</td>
<td>-0.812 (-0.922, -0.698)</td>
<td>39.965</td>
</tr>
<tr>
<td>cohort</td>
<td>$\alpha_3$</td>
<td>0.280 (0.168, 0.389)</td>
<td>8.140</td>
</tr>
<tr>
<td>treatment</td>
<td>$\alpha_4$</td>
<td>-0.001 (-0.118, 0.106)</td>
<td>-3.269</td>
</tr>
</tbody>
</table>
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Figure 1: Comparison of ACF plots for the four loading factors $\lambda_j$, $j = 1, \ldots, 4$ for model M2. Red line shows the average ACF curve for SG computed from 100 replicated curves which are shown in purple. The blue line shows the average ACF curve for $PX^2$ computed from 100 replicated curves which are shown in green.
Figure 2: An example of pedigree structure used in simulations

Figure 3: The 95% highest posterior density interval (HpdI) for $\alpha_2$, the effect size of the genotype of a SNP with MAF=0.3, under the null hypothesis. The solid vertical line is the true value, which is 0, of $\alpha_2$. The dashed vertical line is the mean estimation. The empirical coverage of $\alpha = 0$ is 96%.
Figure 4: Comparison of trace plots for simulations under model M2 using SG and PX^2-HC scheme. The blue line marks the true value of the parameter, and the red line represents the posterior mean. Left side from top to bottom: trace plots for \( \alpha_1 \), \( \lambda_1 \), and \( \sigma_a^2 \) using SG. Right side from top to bottom: trace plots for \( \alpha_1 \), \( \lambda_1 \), and \( \sigma_a^2 \) using PX^2–HC.